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Abstracts

Abstract

This work studies the enhancement of the transverse magneto-optical Kerr effect by exploiting extraordinary resonances occurring in 1D periodic grating. The 1D periodic gold grating structure was designed, described, numerically simulated, and fabricated. A rigorous Coupled Wave Algorithm (RCWA) developed for parallel computing is used for the theoretical study of resonant modes in magnetoplasmonic gratings and for analysis of optical and magneto-optical data measured by Mueller matrix ellipsometry. The impact of coupling between Fabry-Perot modes inside grating air-gaps and surface plasmon mode at the interface between gold and MO garnet layer is studied via spectra of specular reflectivity and for the various angles of incidence. In a first step, the optical functions of the (CaMgZr)-doped gallium-gadolinium garnet (sGGG) substrate and the Bi-substituted gadolinium iron garnet (Bi :GIG) are obtained in the spectral range from 0.73 eV to 6.42 eV (wavelength range 193 nm – 1.7 µm). Subsequently, the spectra of the magneto-optical tensor components are obtained by applying an external in-plane magnetic field in longitudinal and transverse geometry. The obtained functions are then used for numerical simulations demonstrating that by hybridization of surface and cavity resonances in this 1D plasmonic grating, the transverse Kerr effect can be further enhanced, extinguished or even switched in sign and that without inverting or modifying the film’s magnetization. To confirm theoretical results a set of samples, gratings with a different width of an air-gap, was fabricated using electron beam lithography and liftoff technique. To be able to reproduce Mueller matrix data from the samples, the models describing realistic structures were further developed and optimized. Experimental measurements of real structures confirm transverse MO effect enhancement using magnetoplasmonic effects and prove applicability of numerical models.

Keywords: magneto-optic, optical isolation, transverse Kerr effect, gratings, plasmonics, magnetoplasmonics, ellipsometry, RCWA
Abstrakt

Tato práce je zaměřena na studium zesílení transversálního magnetooptického Kerrova jevu pomocí resonančních módů v jednodimenzionální (1D) periodické míříce. Studovaná struktura sestává ze zlaté mířky na dielektrickém substrátu tvořeném magnetooptickým granátěm. Dva základní typy resonančních módů, resonance ve vzduchové kavitě mířky a resonance povrchového plasmonu na rozhraní mezi zlatem a magnetooptickým granátěm, jsou studovány samostatně a posléze je analyzován vliv jejich interakce na opticou a magnetoopticou odezvu. Optická a magnetoopticá odezva je studována pomocí spekter spekulární reflektivity pro p-polarizovanou vlnu. Magnetoplasmická struktura byla teoreticky studována prostřednictvím numerických simulací a posléze byl navrhnut a vyroben soubor vzorků pro experimentální optická a magnetoopticá měření. Pro numerické simulace byl implementován algoritmus vázaných vln (Rigorous Coupled Wave Algorithm, RCWA) pro 1D periodické systémy, který byl parallelozován pro spektrální úlohy. Experimentální optická a magnetoopticá data byla získána pomocí spektroskopické elipsometrie Muellerových matic ve spektrálním rozsahu 0.73-6.42 eV (193 nm-1.7 μm). Elipsometrie Muellerových matic byla rovněž použita pro určení optických funkcí použitých materiálů. Pro substrát byl použit galium-gadoliniový granát dopovaný pomocí Ca, Mg a Zr. Na substrátu byla připravena vrstva magnetooptického, Bi-substituovaného gadolinium - železitého granátu (Bi:GIG). V dalším kroce bylo na vrstvu magnetooptického granátu (Bi:GIG) na sGGG substrátu aplikováno vnější magnetické pole v transverzální a longitudinální magnetoopticí konfiguraci a byly určeny magnetoopticí funkce. Takto získané materiálové parametry jsou použity v numerických simulacích. Podrobnou analýzou je předvedeno ovlivnění interakce mezi plasmonovým módem a módem v kavitě mířky změnou geometrických parametrů mířky. Následně je analyzován vliv interakce na transversální magnetoopticí odevzu a je demonstrován proces zesílení, ztlumení nebo dokonce změny znaměna Kerrova transversálního magnetooptického jevu aniž by byla změněna magnetizace. Pro potvrzení teoretických výsledků byl navrhnut soubor vzorků s rozdílnouší šírkou vzduchové mezery. Vzorky byly vyrobeny elektronovou litografií a procesem lift-off. Pro vyrobené vzorky byl vyvinut teoretický model, který byl následně numerickou optimalizací fitován na experimentální optická data, čímž byl získán model věrně popisující optickou aktivitu vyrobených struktur. Shoda numerických dat, získaných pomocí optimalizovaného modelu, a změněných experimentálních dat potvrdila důvěru získané teoretické poznatky o zesílení transversálního magnetooptického jevu pomocí magnetoplasmické struktury a jeho ovlivnění vzájemnou interakcí resonančních módů.

Klíčová slova: magnetooptika, optická izolace, transversální Kerrův jev, míříka, povrchový plasmon, magnetoplasmon, elipsometrie, RCWA
Résumé

Ce travail porte sur l’exaltation de l’effet magnéto-optique (MO) Kerr transverse induite par des résonances « extraordinaires » dans un réseau d’or périodique 1D déposé sur un oxyde de grenat magnéto-optique. La structure complète incluant le réseau métallique 1D a été conçue, simulée numériquement, dimensionnée, fabriquée puis caractérisée. Un algorithme de type RCWA (Rigorous Coupled Wave Algorithm) adapté au calcul parallèle a été développé et utilisé d’une part pour l’étude théorique des modes résonants dans les réseaux magnétoplasmoniques et d’autre part pour l’analyse des données de mesures optiques et magnéto-optiques d’ellipsométrie à base de matrices de Mueller. L’impact sur la réflectivité angulospectrale du couplage entre les modes Fabry-Pérot des fentes du réseau et les plasmons de surface à l’interface entre l’or et la couche de grenat MO est ainsi étudié, en utilisant les paramètres optiques et magnéto-optiques réels des matériaux. Pour cela, les caractéristiques optiques du substrat en sGGG (grenat de gallium et gadolinium dopé CaMgZr) et du matériau Bi :GIG (grenat de fer et de gadolinium substitué bismuth) sont au préalable déterminées dans la gamme spectrale 0,73 - 6,42 eV (193 nm-1,7 μm) par ellipsométrie à base de matrices de Mueller. Puis de même la dispersion des composantes magnéto-optiques du tenseur diélectrique est obtenue en appliquant un champ magnétique externe dans le plan, en configuration longitudinale ou transverse. Ces données mesurées sont alors utilisées dans les simulations. Il est ainsi démontré numériquement que grâce à l’interaction des résonances de surface et de cavité dans le réseau 1D l’effet Kerr transverse peut être exalté, éteint ou même de signe inversé, et cela sans renverser ou modifier l’aimantation de la couche magnéto-optique. Pour confirmer les résultats théoriques, une série d’échantillons comportant des réseaux de fentes différentes a été fabriquée par lithographie électronique et procédé de lift-off. Afin de reproduire les données des matrices de Mueller mesurées, les modèles ont été adaptés et optimisés pour tenir compte des imperfections des structures réelles. Les mesures expérimentales confirment l’exaltation de l’effet Kerr magnéto-optique transverse due aux effets magnéto-plasmoniques et prouvent la validité des modèles.

Mots clés: magnéto-optique, isolation optique, effect Kerr transverse, réseaux, plasmonique, magnéto-plasmonique, ellipsométrie, RCWA
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1 Introduction

In this thesis entitled *Theoretical and experimental study of novel integrated magnetoplasmonics nanostructures* I am focused on optical and magneto-optical study of periodic plasmonic structures for applications in non-reciprocal optics.

Before giving a detailed presentation of the theoretical and experimental work, the phenomena of optical non-reciprocity are introduced. Usual passive linear optical systems obeys so called *time reversal symmetry*. Figure 1.1 shows an example of such symmetrical system schematically - two silica prisms which couple and decouple light from the single mode waveguide. A single mode waveguide is used in order to avoid transmission into higher-orders modes, which caused a lot of confusion during last years [1]. In such kind of linear passive systems forward and backward modes inside the waveguide are equivalent. The only difference is the sign of the wavevector $k$. A change of the sign of the wavevector $k \rightarrow -k$ is equivalent to time reversal $t \rightarrow -t$, this is consistent with time-invariance of the Maxwell’s equations. System which allows propagation of modes with the wavevector $\pm k$ are called *reciprocal*. Optoelectronic structures with preferred propagation direction of guided modes ($+k$ or $-k$) are required. Optical isolators are typical non-reciprocal optical devices used in optical telecommunication technology to protect laser diodes (with positive feedback) against spurious back reflections. During last decades several concepts for optical non-reciprocity based on the optical nonlinearity [2–5], opto-mechanic [6] and opto-acoustic [7] have been explored. Finally a lot of work was done on optical isolation using magneto-optic effects. But obviously the most straightforward and natural way to obtain optical isolation is using magneto-optic effect.

The first observation of magneto-optic (MO) effect was done by Michael Faraday in 1845. For the propagation in parallel to magnetic field ($\mathbf{H}||k$) through flint glass rod, Faraday observed rotation of the plane of linearly polarized light. The

---

1. Considered refractive index of prisms is $n'$ and $n < n'$ for surrounding medium.
azimuth of the rotation is linearly proportional to the applied magnetic field and to the propagation length. The phenomenon is known as Faraday rotation [8]. In 1898 Woldemar Voigt discovered a magneto-optical effect in transmission with magnetic field perpendicular to the propagation (H⊥k) [9]. The Voigt or Cotton–Mouton effect is similar to the Faraday effect, but while the Faraday effect is linear in the applied field, the Voigt effect is quadratic, i.e. effect is proportional to the square of magnetization.

In reflection three magneto-optical configurations are distinguished according to the orientation of the magnetization vector with respect to the interface plane and the incident wave [10,11]. Magneto-optical effect upon the reflection of polarized light from a perpendicularly (i.e. in the polar direction) magnetized air-iron interface was proposed in 1877 by Reverend John Kerr [12]. The longitudinal MO Kerr effect for magnetization parallel to both the plane of incidence and the interface was described in 1878 [13]. Upon reflection in both cases, polar and longitudinal configuration, the linearly polarized incident light is transformed into an elliptical one. The third magneto-optical effect when magnetization is perpendicular to the plane of incidence and lies in plane of interface, i.e. transverse Kerr effect, was observed by Peter Zeeman in 1898. The transverse Kerr effect change both phase and amplitude only for TM (or p-) polarized mode.

The presence of magnetic field or magnetization inside the crystal breaks time-symmetry of the crystal. As a consequence, material properties exhibit reduced symmetry as well. In case of optical properties, the reduced crystal symmetry due to magnetization gives rise to so-called magneto-optical (MO) effects. In general, those effects can be linear, quadratic [14], etc. in magnetization. From the macroscopic point of view, the MO effects linear in magnetization provides non-zero antisymmetric off-diagonal elements in the permittivity tensor. From microscopic point of view the MO effect occurs due to different light absorption for different magnetization directions. For example, when light propagates along magnetization direction, than there is different absorption for circular left and circular right polarizations [15]. The light absorption itself originates from probability of photon be absorbed by the matter, while exciting electron from the ground state to the excited state. Note, that in the optical spectral range, the absorption is dominated by electric dipole absorption (i.e. absorption is caused by electric part of the electromagnetic wave). Therefore, magnetic part of the electromagnetic-wave does not interacts with spin of the electron at optical frequencies. Hence dependence of absorption on magnetization direction (i.e. on spin of electrons) is provided only indirectly, due to spin-orbit coupling. To avoid canceling of the effect due to symmetry of the spin-orbit interaction, the electronics structure must be split by magnetic field, either external or internal, in later case usually called as exchange splitting. In following work, the linear transverse magneto-optical Kerr effect (TMOKE) is used for its unique property: the polarization state does not change
upon reflection. The linear TMOKE reflection coefficient for \( p \)-polarization can be defined as:

\[
\begin{align*}
    r_{pp}^{(M)} = r_{pp}^{(0)} + \delta r_{pp}(M),
\end{align*}
\]

where \( r_{pp}^{(0)} \) is the Fresnel reflection coefficients from non-magnetized media and \( \delta r_{pp}(M) \) is the linear perturbation introduced by the transverse MO effect. Total phase and amplitude changes upon reflection is given by both reflection without magnetization and the MO contribution. The nonreciprocal phase shift and absorption are then related to the perturbation \( \delta r_{pp}(M) \).

Despite the fact that the family of MO active materials is very wide and almost each ferromagnetic material which can sustain spontaneous magnetization will have some magneto-optical response, two basic groups of MO materials can be established. These are the ferromagnetic metals (and their alloys and compounds) and the ferromagnetic garnets and oxides. Ferromagnetic metals (especially Co, Fe, and Ni), their alloys and compounds were studied for decades. Their popularity comes from their large MO effect, well known properties (optical, magnetic) and relatively easy manipulation and fabrication (thin film deposition). Moreover they can be mixed in binary or ternary compound with other chemical elements (for example like a Heusler compounds [16]), which makes their MO response widely tunable. In the past, ferromagnetic metals were deeply studied for magnetic recording [17–19]. Metals provide relatively strong MO response, but they have also large optical losses, therefore they are hard to use for waveguide configuration.

Second group of promising materials for magneto-optical applications are ferrimagnetic garnets. Those very complex cubic crystals with spinel-like structure were discovered in 1959. First films of magnetic garnet were prepared in 70s by liquid phase epitaxy (LPE) on gadolinium gallium garnet substrate. At that time, magnetic garnets were studied for application in magnetic bubble memories [22–25]. Because of their unique combination of sufficiently strong magneto-optical properties and transparency in near-infrared region, MO garnets found use in optical switching and modulation in waveguiding structures [26, 27].

### 1.1 Motivation: optical isolation

Before going into integrated non-reciprocal structures a very simple, but efficient, concept of non-integrated optical isolator should be introduced. Figure

---

2. But in a special configuration with active loss-compensation it is possible as was demonstrated in work of M. Vanwolleghem [20, 21].
3. Of course, MO properties of transparent garnets are weaker than MO properties of metals (Co, Fe, Ni)
1.2 shows a typical MO isolator based on the Faraday effect. A free space optical isolator based on Faraday rotator is achieved by combination of 45° Faraday rotator and two linear polarisers tilted by 45°. In the transparent direction (forward) a linearly polarized light passes through the first polarizer. Then the plane of polarization is rotated by 45° by the Faraday effect. Because the second polarizer is tilted by 45° with respect to the first polarizer, the light can propagate. In the opposite direction, the non-reciprocity of Faraday effect leads to a rotation of the polarization plane by −45°, therefore, in the ideal case, the backward propagation mode is perfectly blocked. Free-standing (non-integrated) optical isolator for optical telecommunication based on Faraday effect is well-known concept from the 80s [28–30]. Till now, concept of optical isolator based on Faraday rotator is commonly used in a wide spectral domain from infrared frequencies to visible and UV light domain.

On the other hand, functionality of Faraday effect-based optical isolators is directly related to the propagation length through MO material. Therefore, simple miniaturization of a device is not possible for design of on-chip integrable non-reciprocal optical structures and advanced design of novel structures and new approaches are required. During last two decades several concept of waveguiding structures based on garnets were proposed and experimentally demonstrated. Moreover, bonding techniques for combination of garnets with standard silicon or III-V semiconductor were developed. But due to fabrication difficulties, sensitivity to precise dimension of fabricated structures, temperature of surrounding, etc., it is hard to transfer laboratory devices into large-scale commercial production.

In 1995 Yokoi, from group of Mizumuto, reported first successful results on
boning of garnets onto InP substrate [31] and later on InGaAsP alloys [32]. Development of bonding techniques of garnets with standard III-V materials was milestone in design of integrated photonic and it brings new design possibilities. Several designs of optical isolators based on Mach-Zender interferometer (MZI) developed in a InGaAsP material where the MO effect is introduced by MO garnet cladding were demonstrated and fabricated [33–36]. Figure 1.3 shows layout of structure with Ce-substituted yttrium iron garnet (Ce:YIG) cladding proposed by Sobu et. al. [37]. The optical isolator is composed of multi-mode interference (MMI) couplers, a reciprocal phase shifter on one (upper) interferometer arm, and nonreciprocal phase shifters on two arms. The reciprocal phase shift is accomplished by the difference in optical path lengths between the two arms. The nonreciprocal phase shifters are composed of a Ce:YIG upper cladding layer magnetized transverse to the light propagation direction on film plane [38]. In order to obtain non-reciprocal TMOKE phase shift, external magnetic fields are applied to the two interferometer arms in anti-parallel directions. As a consequence, the phase shift generated by the first-order MO effect becomes different in the two arms. In the forward propagation, the phase difference, measured in the upper arm with respect to the lower arm, is set to be $-\pi/2$ by proper adjustment of the length of the nonreciprocal phase shifters. When the reciprocal phase shifter gives a phase shift of $\pi/2$, the phase difference is canceled. The light waves propagating in the two waveguide arms become in-phase and interfere constructively in the output of $1 \times 2$ MMI coupler. The forward light wave is output from the central port of the MMI coupler. In the backward propagation, the phase difference given by the nonreciprocal phase shifters changes its sign. Namely, the phase difference of $\pi/2$ is given by the TMOKE, whereas the reciprocal phase shift remains giving a $\pi/2$ phase difference. As a result, the total phase difference between the two arms becomes $\pi$. The light waves propagating in the two waveguide arms emerge in anti-phase, and destructive interference occurs in the $2 \times 3$ MMI coupler. The light wave does not come out from the initial input port, but is radiated from the side waveguides. In order to suppress the reflection at the front edges of the side waveguides, a lateral taper is introduced at the ends of side waveguides. The light wave is radiated to the substrate effectively. Thus, the device exhibits direction-dependent and nonreciprocal transmission behavior and works as an optical isolator.

Different design of monolithically integrated optical isolator on Silicon-On-Insulator (SOI) platform was presented in 2011 by L. Bi [39]. Figure 1.4 shows on the right subplot proposed structure of a single-mode silicon waveguide and racetrack resonator fabricated on an SOI wafer with a top cladding of 1 $\mu$m thick SiO$_2$. Middle subplot shows SEM image of the part of the ring where cladding was etched and Ce:YIG was deposited. At a certain wavelength the coupling between waveguide and the ring leads to the excitation of ring resonance. Here it is
important to point out, that resonance of the ring appears as a dip in transmission spectra. By application of transversal magnetic field, the resonant frequency of the ring is shifted. The shift originates from the TMOKE non-reciprocal phase-shift. Therefore under the fixed magnetization resonant frequency of the ring modes propagating in a clockwise (CW) and counter clockwise (CCW) direction are different. Right subplot of Fig. 1.4 shows operation principle for optical isolation schematically. Maximum achieved isolation ratio was 19.2 dB.

Another class of garnet-based optical isolator was proposed by Wang and Fan [40, 41]. The proposed device, shown in the left subplot of Fig. 1.5, consists
of three branches of waveguides (ports $S_{1,2,3}$) evanescently coupled to a resonant cavity at the center. The device (inset in right subplot of Fig. 1.5) was considered as 2D photonic crystal with triangular symmetry of air holes in gyrotropic material, such a bismuth iron garnet (BIG). The right subplot shows transport properties of the structure. The magnetization was applied in normal direction with a special profile. The magnetization in the center of the structure (dark grey) had opposite orientation than magnetization in surrounding structure (light grey). This leads to the splitting of resonant rotating modes inside the cavity. If the input port ($S_1$) and direction of magnetization are fixed, than the injected mode is coupled to exactly one of the output ($S_3$) waveguide and second port ($S_2$) is isolated. For the opposite orientation of magnetizations, the mode is coupled to previously isolated port (which becomes to be output), and the previous output port becomes isolated. The concept of the nonreciprocal resonant cavity was further improved by W. ´Smigaj, et. al. They surround the resonant cavity by the circular Bragg grating formed by the concentric full and split rings. This lead to functionality of the structure under uniform magnetization [42, 43].

Figure 1.5: Left: Schematic of a three-port Y-junction circulator. The straight arrows indicate the incoming and outgoing waves. The curved arrows represent the two counter-rotating modes in the resonator. Right: Transmission spectra at the output and isolated ports of a three-port junction circulator.

In the text above we have summarized milestones in the designs of optical structures with nonreciprocal optical behavior. Common factor of all mention structures is that non-reciprocity has been achieved by the phase shift originating from the linear MO transverse Kerr effect. Despite the fact, that the presented functionality of different designs achieves very high efficiency, their operation bandwidth is always limited by the resonant character of all discussed designs or by MO effect of transparent MO dielectrics (i.e. MO garnets) itself. For that reason it is very important to study structures, which can provide enhancement of the MO effect and/or wider operational broadband, because it can lead to
further increase of the efficiency of optical isolators. In this work we are focused on enhancement of the transverse MO Kerr effect by the effect of surface plasmon polaritons (SPP) excitation at the interface between noble metal (gold) and MO garnet. Structures which combine plasmonic behavior with MO effect are call magnetoplasmonic.
1.2 State of the art in nonreciprocal plasmonics

Since about half a decade the rich variety of research activities in the field of plasmonics has seen the addition of yet another interesting application, namely magnetoplasmonics. In search of active functionality in plasmonic circuitry, the use of an external magnetic control field and magneto-optic (MO) effects has been proposed both in surface plasmon waveguide layouts as well as in grating configurations [44, 45] and has been successfully verified experimentally [46, 47]. Moreover the inherent nonreciprocity of magneto-optical ferromagnetic metals has been exploited to obtain ultracompact and integratable optical magnetoplasmonic isolators [48–50]. The main focus of magnetoplasmonic research has been on the enhancement of the magneto-optic response of a MO material via the excitation of surface plasmon polaritons (SPP) [51]. Even though some interesting results have been reported on Kerr effect enhancement in nanoparticles of pure ferromagnetic metals [52, 53], by far the strongest MO Kerr effect enhancements have been seen by combining the SPP resonance of a noble metal with the gyrotropy of a ferromagnetic metal [54].

The most spectacular effect however has been reported by Belotelov et al. [55, 56] where it was predicted and demonstrated that a very strong transverse MO Kerr effect (TMOKE) of the order of 30% is induced by incorporating a nanostructured Au grating on top of a dielectric transparent magnetic iron garnet that is magnetized in plane and parallel to the gold stripes. TMOKE manifests itself as the relative change of the reflected intensity of p-polarized light incident along a plane perpendicular to the magnetization upon reversal of the latter. Magneto-optics textbooks [57] show that TMOKE is only appreciable on lossy magnetic materials, and that for smooth homogeneous ferromagnetic metal films it is only of the order 0.1%. A TMOKE of 30% predicted and measured in a system where the only magnetically active layer is transparent, is therefore a clear demonstration of the enhancement via plasmonic resonances. It was explained how the nonreciprocal splitting of the dispersion of the SPP’s guided by the garnet/Au grating interface causes a nonreciprocal shift of the Wood-plasmon resonances in the extraordinary optical transmission (EOT) and reflection spectrum of this structure, and hence is at the origin of the Kerr effect enhancement.

On the other hand, it has been known for some time now, that EOT effects in 1D gratings are governed both by SPP resonances at the grating’s interfaces and Fabry-Perot (FP) cavity resonances in its slits, and possibly even by their mutual coupling [58, 59]. The latter hybridization of these resonances is strongly dependent on the precise geometrical parameters of the grating and can greatly influence the efficiency of the EOT effects at play [60, 61]. In EOT gratings on MO substrates [62–64], the role of the FP cavity modes has commonly been neglected in view of the limited interaction with the MO material until 2012, when
we demonstrated how the FP cavity modes can play an important role in the control of the TMOKE [65,66].
1.3 Objective of this work and used approaches

Objective of this thesis is study of structures for enhancement of the magneto-optical effect. We combine a local field enhancement by surface plasmon resonance with magneto-optical properties of the garnet. We use the transverse magneto-optical Kerr effect, because it does not provide mode conversion. For the plasmon generation we used 1D periodic grating made of gold. The gold was used as a well known and stable plasmonic metal. The 1D structure was chosen for its tunability and effective surface plasmon generation.

Our study is focused on the optical and magneto-optical response of a magnetoplasmonic 1D periodic grating, shown on Fig. 4.1. The considered gold grating is parametrized by a period $\Lambda$, a thickness $h_1$, and a width $r$ for the air gap. The grating was fabricated on a layer of Bi-substituted gadolinium iron garnet (Bi:GIG). The MO garnet layer was prepared on a (CaMgZr)-doped gallium-gadolinium garnet (sGGG) substrate.

It is the main issue of this work to present how the TMOKE in the magnetoplasmonic grating can be tuned via the grating geometry. It is demonstrated theoretically and proved experimentally, that the amplitude and sign of the TMOKE is strongly affected by the interaction of resonant modes in the structure. In other words, it is shown that the sign of the TMOKE can be even switched by optimization of grating geometry (without change of an orientation of magnetization), i.e. by slight change of interaction between SPP and FP resonances. In order
to demonstrate a new physical phenomena, we had to pass through following issues.

In the first part we have determined optical and magneto-optical functions of the used materials. The experimental data were measured by a Mueller matrix Ellipsometer Woollam RC2 with dual-rotating compensators. For the MO characterization the ellipsometer was extended with a PC controlled in-plane magnet. Our parallel implementation of the fully vectorial anisotropic Rigorous Coupled Wave Algorithm (RCWA) was used for simulations and analysis of data measured on the gratings.

Determined optical functions were used in the theoretical study of resonances in 1D magnetoplasmonic gratings. The analytical models of resonant modes (FP and SPP) were derived. Moreover, a model describing shift of the SPP mode by TMOKE is presented. The impacts of a variation of the grating geometry, namely its thickness, period, and width of the air-gap $r$ to the TMOKE was studied and analyzed.

Proposed designs of gratings with various width of the air gap $r$ were fabricated by electron beam writing into polymethyl-metacrylate photoresist. After gold evaporation motives were fabricated by liftoff technique. To be able to reproduce measured optical response, the model of the grating structure was developed and optimized: Mueller matrix data were fitted to the model. Finally we have compared calculated shift and the sign change of calculated data and data obtained from a set of 15 samples and a very good agreement was achieved.
1.4 Organization of the thesis

This thesis is organized in four chapters.

Chapter 2 introduces the polarization properties of light and the formulation of the Maxwell equations used in rest of text. The solution of the Maxwell’s equations in layered medium is introduced in two steps. First, the eigenmodes in each medium are found, after that the boundary conditions are applied for the interfaces. Then the Rigorous Coupled Wave Algorithm (RCWA) is introduced as a solution of the Maxwell equations in 1D periodic media by its expansion into Fourier series. The chapter is finished by the introduction of the Li-factorization rules for 1D gratings and definition of the experimental observables.

Chapter 3 is devoted to the description of the methods used for the fabrication and optical and magneto-optical characterization. We introduce the technique of magneto-optical Bi:GIG garnet layer fabrication on the sGGG substrate. In the next step, optical functions of the Bi:GIG, sGGG and the reference gold are determined using Mueller matrix ellipsometry. The characterization work is finished by the determination of the magneto-optical functions of Bi:GIG. The chapter is finished by the description of the fabrication of the magnetoplasmonic gratings.

Chapter 4 is focused on numerical simulations of the optical and magneto-optical properties of the 1D periodic magnetoplasmonic grating. A detailed analysis of resonant modes in the structure and analytical formulae describing these resonances are introduced. The main part of the chapter is devoted to the analysis of the geometrical dispersion of the resonant modes for various grating’s thickness, fill-factor and period and to the analysis of impact of modes interaction to the TMOKE response. The chapter is finished with proposition of waveguiding structures based on magnetoplasmonics.

Chapter 5 is devoted to the experiments on fabricated magnetoplasmonic structures. In this chapter we will show experimental confirmation of the previous theoretical results on the interaction of resonant modes. The chapter consist of three main parts. In the first we are focused on the optical characterization of the fabricated structure in order to develop a realistic model of the structure, which can describe the measured data (optical and magneto-optical) with a good agreement. In the second part the developed model is used to fit experimental data measured on the set of 15 samples. Finally, the analysis of the TMOKE response is presented and the experimental confirmation of previous theoretical results is shown.
2 Theoretical background

This chapter introduces numerical method, the Rigorous Coupled Wave Algorithm (RCWA), used in the thesis for modeling and data analysis. The Berreman and Yeh formalism is used for solution of the Maxwell’s equations for plane waves. By application of the boundary conditions of the Maxwell’s equations the T-matrix algorithm is derived. For the 1D periodic gratings the Maxwell’s equations are solved in Fourier domain, the S-matrix algorithm, and the factorization of the finite Fourier series are presented. Chapter is finished by definition of the experimental observables.

2.1 Light polarization

Light in a general medium can be described as a solution of Maxwell equations [67]. In our approach we use the solution for monochromatic plane waves which can describe far field physical processes, for instance the reflection, transmission, and the polarization changes of the light after interactions with matter.

For the plane monochromatic waves we use the complex representation [67, 68]:

\[
E(r, t) = E_0 e \exp \left[ i \left( k \cdot r - \omega t \right) \right],
\]
\[
H(r, t) = H_0 h \exp \left[ i \left( k \cdot r - \omega t \right) \right],
\]

(2.1a)

(2.1b)

where \( E_0 \) and \( H_0 \) are the complex field amplitudes and the vectors \( e \) and \( h \) represent the polarization states of the field and they are independent on \( z \)-coordinate. \( \omega = \frac{2\pi}{\lambda} \), where \( \lambda \) is the wavelength, and \( k \) is the wavevector. Real (physical) electric and magnetic fields are the real parts of the field vectors (2.1a) and (2.1b).

Considering propagation of the plane wave in \( z \)-direction, the endpoint of the electric field vector traces in general an ellipse (Fig 2.1). The polarization ellipse can be described by two parameters, the azimuth \( \theta \) and the ellipticity \( \varepsilon \). The azimuth \( \theta \) is the angle describing rotation of the major axis of the ellipse (in the range from \( -\pi/2 \) to \( \pi/2 \)) and \( \tan \varepsilon \) is the ratio between major and minor axis of the ellipse (in the range from \( -\pi/4 \) to \( \pi/4 \)). With the rotation and ellipticity the expression of the electric field component in Fig 2.1 leads to the relation:

\[
\begin{bmatrix}
e_x \\
e_y
\end{bmatrix} = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
\cos \varepsilon \\
\sin \varepsilon
\end{bmatrix} = \begin{bmatrix}
\cos \theta \cos \varepsilon - i \sin \theta \sin \varepsilon \\
\sin \theta \cos \varepsilon + i \cos \theta \sin \varepsilon
\end{bmatrix},
\]

(2.2)

where \( e_x, e_y \) are the components of the polarization vector \( e \). According to parameters \( \theta \) and \( \varepsilon \) we can define two basic states of light polarization. If the transverse
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Field components $E_0 e_x, E_0 e_y$ have the same magnitude and the phase between them is $\pi/2$ and $-\pi/2$, polarization states are referred as left and right circular polarization respectively. Normalized electric field components of the left and right circular polarization are in the following form:

$$e_{\text{left}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ i \end{bmatrix},$$  \hspace{1cm} (2.3a)

$$e_{\text{right}} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ -i \end{bmatrix}. \hspace{1cm} (2.3b)$$

If the polarization components are in phase ($\varepsilon = 0$) the polarization is linear. In experiments and simulations we define the polarization with respect to the plane of incidence. When the electric field vector is perpendicular to the plane of incidence the polarization state is called transverse electric (TE) or $s$-polarized. If the electric field vector is in the plane of incidence the polarization state is transverse magnetic (TM) or $p$-polarized. Normalized field vectors for the linear polarizations can be expressed in the form:

$$e_{\text{TE}} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}. \hspace{1cm} (2.4a)$$

$$e_{\text{TM}} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \hspace{1cm} (2.4b)$$

Figure 2.1: Real part of elliptically polarized vector $e$ for propagation in $z$-axis direction.
2.2 Maxwell equations in general media

An electromagnetic field and its interactions with a medium is described by the Maxwell equations defining relations between the electric field $E(r,t)$, the magnetic field $H(r,t)$, the electric displacement $D(r,t)$, the magnetic flux density $B(r,t)$, the volume density of the free charges $\rho(r,t)$, and the current density $j(r,t)$ in the form:

$$\nabla \times H(r,t) = j(r,t) + \frac{\partial D(r,t)}{\partial t}, \quad (2.5a)$$
$$\nabla \times E(r,t) = -\frac{\partial B(r,t)}{\partial t}, \quad (2.5b)$$
$$\nabla \cdot D(r,t) = \rho(r,t), \quad (2.5c)$$
$$\nabla \cdot B(r,t) = 0. \quad (2.5d)$$

An additional constitution relations between the polarization $P(r,t)$ and the magnetization $M(r,t)$ are expressed:

$$D(r,t) = \epsilon_0 E(r,t) + P(r,t), \quad (2.6a)$$
$$B(r,t) = \mu_0 H(r,t) + \mu_0 M(r,t), \quad (2.6b)$$

where $\mu_0$ is the free space permeability and $\epsilon_0$ is the free space permittivity. In the following calculations, let’s consider the magnetization for optical frequencies $M = 0$ and linear material properties without free charges at the interfaces:

$$\rho(r,t) = 0. \quad (2.7)$$

The charge volume density $j$ can be expressed using the conductivity tensor $\hat{\sigma}$ by the relation:

$$j(r,t) = \hat{\sigma} E(r,t). \quad (2.8)$$

Using the electric susceptibility tensor $\hat{\chi}_e$ defining the relation between the polarization density and the electric intensity:

$$P(r,t) = \epsilon_0 \hat{\chi}_e E(r,t), \quad (2.9)$$

the permittivity tensor $\hat{\epsilon}$ is defined as:

$$\hat{\epsilon} = \epsilon_0 \left( \hat{I} + \hat{\chi}_e \right) \quad (2.10)$$

Those premises let us write Maxwell equations (2.5) in the new form:

$$\nabla \times H(r,t) = \hat{\epsilon} \frac{\partial E(r,t)}{\partial t} + \hat{\sigma} E(r,t), \quad (2.11a)$$
$$\nabla \times E(r,t) = -\mu_0 \frac{\partial H(r,t)}{\partial t}, \quad (2.11b)$$
$$\nabla \cdot [\hat{\epsilon} E(r,t)] = 0, \quad \hat{\epsilon} \nabla \cdot H(r,t) = 0. \quad (2.11c)$$
During following calculations let us consider only monochromatic plane waves and restrict to harmonic solution \( \exp(-i\omega t) \). Then the electric and magnetic field vector can be expressed in the form:

\[
E(r, t) = E(r) \exp(-i\omega t), \tag{2.12a}
\]
\[
H(r, t) = H(r) \exp(-i\omega t), \tag{2.12b}
\]

where the complex amplitudes \( E(r) \), \( H(r) \) are time independent. Relations (2.11) together with (2.12) lead to the final expression of Maxwell’s equations with eliminated time-dependency:

\[
\nabla \times H(r) = -i\omega \hat{\epsilon} E(r) + \hat{\sigma} E(r) = -i\omega \hat{\epsilon}' E(r), \tag{2.13a}
\]
\[
\nabla \times E(r) = i\omega \mu_0 H(r), \tag{2.13b}
\]
\[
\nabla \cdot [\hat{\epsilon}' E(r)] = 0, \tag{2.13c}
\]
\[
\nabla \cdot H(r) = 0, \tag{2.13d}
\]

where \( \hat{\epsilon}' \) is the complex permittivity tensor:

\[
\hat{\epsilon}' = \epsilon_0 \hat{\epsilon}_R = \hat{\epsilon} + \frac{i}{\omega} \hat{\sigma}. \tag{2.14}
\]

This tensor describes optical properties of both anisotropic and absorbing materials.

### 2.2.1 Material properties

The optical response of a material is affected by material parameters, which are the permittivity \( \hat{\epsilon}' \) and permeability \( \mu \). For optical frequencies the permeability is assumed to be equal to the permeability of free space, \( \mu = \mu_0 \). General permittivity tensor in (2.13a) has the following form:

\[
\hat{\epsilon}_R = \begin{bmatrix}
\epsilon_{xx} & \epsilon_{xy} & \epsilon_{xz} \\
\epsilon_{yx} & \epsilon_{yy} & \epsilon_{yz} \\
\epsilon_{zx} & \epsilon_{zy} & \epsilon_{zz}
\end{bmatrix} . \tag{2.15}
\]

The material tensor can be simplified, for special anisotropies and for special orientations as follows:

- **Isotropic material**

  An isotropic material has rotation symmetry around all axes:

  \[
  \hat{\epsilon}_R = \begin{bmatrix}
  \epsilon_{xx} & 0 & 0 \\
  0 & \epsilon_{xx} & 0 \\
  0 & 0 & \epsilon_{xx}
  \end{bmatrix} . \tag{2.16}
  \]
-- **Uniaxial anisotropy**

An uniaxial anisotropic material has rotation symmetry around one symmetry axis (here the \(y\)-axis):

\[
\hat{\epsilon}_R = \begin{bmatrix}
\epsilon_{xx} & 0 & 0 \\
0 & \epsilon_{yy} & 0 \\
0 & 0 & \epsilon_{xx}
\end{bmatrix}.
\] (2.17)

-- **Biaxial anisotropy**

The tensor of a biaxial anisotropic material with axes parallel to the coordinate system axis has all diagonal elements different:

\[
\hat{\epsilon}_R = \begin{bmatrix}
\epsilon_{xx} & 0 & 0 \\
0 & \epsilon_{yy} & 0 \\
0 & 0 & \epsilon_{zz}
\end{bmatrix}.
\] (2.18)

### 2.2.2 Magneto-Optic anisotropy

Linear dependence of the components of the permittivity tensor on the magnetization vector \(M\) defines the linear magneto-optic effects. Using the Einstein summation convention the dependence of the permittivity tensor components on magnetization components can be expressed [69]:

\[
\epsilon_{ij} = \epsilon_{ij}^{(0)} + K_{ijk}M_k,
\] (2.19)

where \(K_{ijk}\) represent the components of the linear magneto-optic tensor and \(\epsilon_{ij}^{(0)}\) denotes the permittivity tensor components without the effect of the magnetization \(M\). The permittivity has to fulfill Onsager symmetry [70, 71]:

\[
\epsilon_{ij}(M) = \epsilon_{ji}(-M).
\] (2.20)

Considering \(M = 0\) in (2.19) and (2.20) the following relations of symmetry are obtained:

\[
\epsilon_{ij}^{(0)} = \epsilon_{ji}^{(0)}, \quad K_{iik} = 0, \quad K_{ijk} = -K_{jik}.
\] (2.21)

Full linear magneto-optic permittivity tensor can be written in the form:

\[
\hat{\epsilon}_R = \begin{bmatrix}
\epsilon_{xx}^{(0)} & \epsilon_{xy}^{(0)} - K_{xyk}M_k & \epsilon_{xz}^{(0)} + K_{xzk}M_k \\
\epsilon_{xy}^{(0)} + K_{xyk}M_k & \epsilon_{yy}^{(0)} & \epsilon_{yz}^{(0)} - K_{yzk}M_k \\
\epsilon_{xz}^{(0)} - K_{xzk}M_k & \epsilon_{yz}^{(0)} + K_{yzk}M_k & \epsilon_{zz}^{(0)}
\end{bmatrix}.
\] (2.22)

Figure 2.2 shows system of coordinates and basic directions of the magnetization vector. Plane \(y - z\) is chosen to be the plane of incidence. According to orientation of the magnetization vector \(M\) with respect to the plane of incidence three basic MO configurations are defined: polar, longitudinal, and transversal.
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2.2.1. Maxwell Equations in General Media

Figure 2.2: Directions of magnetization for basic magneto-optic configurations: polar, longitudinal, and transversal.

Polar magneto-optical configuration

In the polar magneto-optical configuration the magnetization is perpendicular to the surface (first subplot of Fig. 2.2):

\[ \mathbf{M}_P = [0, 0, M_z]^T. \] (2.23)

Considering isotropic material the permittivity tensor for polar magnetization is obtained using relations (2.22):

\[ \hat{\epsilon}_{RP} = \begin{bmatrix} \epsilon_{xx} & -K_{xyz}M_z & 0 \\ K_{xyz}M_z & \epsilon_{xx} & 0 \\ 0 & 0 & \epsilon_{xx} \end{bmatrix}, \] (2.24)

Longitudinal magneto-optical configuration

In the longitudinal magneto-optical configuration the magnetization is parallel to the surface and to the plane of the incidence (second subplot on Fig. 2.2):

\[ \mathbf{M}_L = [0, M_y, 0]^T. \] (2.25)

Permittivity tensor of isotropic media for longitudinal magnetization has following form:

\[ \hat{\epsilon}_{RL} = \begin{bmatrix} \epsilon_{xx} & 0 & K_{xzy}M_y \\ 0 & \epsilon_{xx} & 0 \\ -K_{xzy}M_y & 0 & \epsilon_{xx} \end{bmatrix}, \] (2.26)

Transversal magneto-optical configuration

In the transversal magneto-optical configuration the magnetization is parallel to the surface and perpendicular to the plane of the incidence (third subplot on Fig. 2.2):

\[ \mathbf{M}_T = [M_x, 0, 0]^T. \] (2.27)
Permittivity tensor of isotropic media for transverse magnetization has following form:

$$
\hat{\varepsilon}_{RT} = \begin{bmatrix}
\varepsilon_{xx} & 0 & 0 \\
0 & \varepsilon_{xx} & -K_{yzz}M_x \\
0 & K_{yzz}M_x & \varepsilon_{xx}
\end{bmatrix},
$$

(2.28)

2.3 Solution of Maxwell’s equations in layered media

This section is focused on a description of the electromagnetic field in a layered structure. Plane wave solution simplifies the description of the field inside the structure. Figure 2.3 shows the layered structure schematically. In the layered structure we are interested mostly in the tangential field components (here $x$ and $y$ components) which are continuous at interfaces - the boundary conditions can be directly applied [72–74]. There are two common approaches to solve the Maxwell’s equations in layered media. Berreman’s approach uses plane wave solution and transforms Maxwell equations into a set of four equations for tangential field components [72]. In Yeh’s approach Maxwell’s equations are transformed into a wave equation [73].

![Figure 2.3: System of coordinates for planar structure](image)

2.3.1 Berreman approach for solving Maxwell’s equations

Berreman calculations starts from (2.13a,2.13b) and expand them into a system of linear differential equations with constant coefficients. By this the Maxwell’s equations can be easily solved in each layer of the system. To derive this Maxwell’s
equations are first transformed as follows. The first step is applying the normalization:

\[
E'(r) = 4\sqrt{\mu_0^{-1}\epsilon_0} E(r), \quad (2.29a)
\]
\[
H'(r) = 4\sqrt{\epsilon_0^{-1}\mu_0} H(r), \quad (2.29b)
\]

into (2.13a,2.13b):

\[
\nabla \times H'(r) = -ik_0 e^r E'(r), \quad (2.30a)
\]
\[
\nabla \times E'(r) = ik_0 H'(r), \quad (2.30b)
\]

where \( k_0 = \frac{\omega}{c} \) is the amplitude of the wave vector in free space. For the general permittivity tensor (2.15), these equations can be written in matrix notation as follows:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & -\frac{\partial}{\partial z} & \frac{\partial}{\partial y} \\
0 & 0 & 0 & \frac{\partial}{\partial z} & 0 & -\frac{\partial}{\partial y} \\
0 & \frac{\partial}{\partial z} & 0 & 0 & 0 & 0 \\
\frac{\partial}{\partial y} & 0 & -\frac{\partial}{\partial x} & 0 & 0 & 0 \\
-\frac{\partial}{\partial x} & 0 & \frac{\partial}{\partial y} & 0 & 0 & 0 \\
\frac{\partial}{\partial y} & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
E'_x(r) \\
E'_y(r) \\
E'_z(r) \\
H'_x(r) \\
H'_y(r) \\
H'_z(r) \\
\end{bmatrix}
= i k_0
\begin{bmatrix}
-\epsilon_{xx} & -\epsilon_{xy} & -\epsilon_{xz} & 0 & 0 & 0 \\
-\epsilon_{yx} & -\epsilon_{yy} & -\epsilon_{yz} & 0 & 0 & 0 \\
-\epsilon_{zx} & -\epsilon_{zy} & -\epsilon_{zz} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
E_x(r) \\
E_y(r) \\
E_z(r) \\
H_x(r) \\
H_y(r) \\
H_z(r) \\
\end{bmatrix}. \quad (2.31)
\]

Assuming plane wave solution:

\[
E'(r) = E'(x, y, z) = E_0 e(z) \exp \left[ ik_0 (\nu_x x + \nu_y y) \right], \quad (2.32a)
\]
\[
H'(r) = H'(x, y, z) = H_0 h(z) \exp \left[ ik_0 (\nu_x x + \nu_y y) \right]. \quad (2.32b)
\]

tangential derivatives can be factored out and only the \( z \)-derivatives remain:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & -\frac{\partial}{\partial z} & ik_0 \nu_y \\
0 & 0 & 0 & \frac{\partial}{\partial z} & 0 & -i k_0 \nu_x \\
0 & 0 & 0 & -i k_0 \nu_y & ik_0 \nu_x & 0 \\
0 & -\frac{\partial}{\partial z} & ik_0 \nu_y & 0 & 0 & 0 \\
\frac{\partial}{\partial z} & 0 & -i k_0 \nu_x & 0 & 0 & 0 \\
-ik_0 \nu_y & ik_0 \nu_x & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
e'_x(z) \\
e'_y(z) \\
e'_z(z) \\
H'_x(z) \\
H'_y(z) \\
H'_z(z) \\
\end{bmatrix}
= \begin{bmatrix}
e_x(z) \\
e_y(z) \\
e_z(z) \\
H_x(z) \\
H_y(z) \\
H_z(z) \\
\end{bmatrix}
\]
Using the F are substituted according to (2.36):

\[
\begin{bmatrix}
-\varepsilon_{xx} & -\varepsilon_{xy} & -\varepsilon_{xz} & 0 & 0 & 0 \\
-\varepsilon_{yx} & -\varepsilon_{yy} & -\varepsilon_{yz} & 0 & 0 & 0 \\
-\varepsilon_{zx} & -\varepsilon_{zy} & -\varepsilon_{zz} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 
\end{bmatrix}
\begin{bmatrix}
\varepsilon'_x(z) \\
\varepsilon'_y(z) \\
\varepsilon'_z(z) \\
h'_x(z) \\
h'_y(z) \\
h'_z(z)
\end{bmatrix},
\]

(2.33)

where \( \nu_x, \nu_y \) are the components of the normalized wave vector \( \mathbf{N} = k/k_0 \). The wavevector \( k \) is defined as:

\[
k = k_0 \left( i_x \nu_x + i_y \nu_y + i_z \nu_z \right).
\]

(2.34)

Let’s first introduce the vector of tangential components \( \mathbf{F}(z) \) depending on \( z \)-coordinate:

\[
\mathbf{F}(z) = \begin{bmatrix}
\varepsilon'_x(z), h'_y(z), e'_y(z), h'_z(z)
\end{bmatrix}^T,
\]

(2.35)

Using the \( \mathbf{F} \)-vector it is possible to obtain explicit formulas for the normal components \( e'_z, h'_z \):

\[
\begin{bmatrix}
-\varepsilon_{zz}^{-1} \varepsilon_{xx} & -\varepsilon_{zz}^{-1} \varepsilon_{xy} & -\varepsilon_{zz}^{-1} \varepsilon_{xz} & -\varepsilon_{zz}^{-1} \varepsilon_{yy} & -\varepsilon_{zz}^{-1} \varepsilon_{yz} & -\varepsilon_{zz}^{-1} \varepsilon_{zz} \\
\nu_y & 0 & \nu_x & 0 & 0 & 0 \\
0 & -\partial z^2 & 0 & 0 & 0 & 0 \\
0 & 0 & -\partial z^2 & 0 & 0 & 0 \\
0 & 0 & 0 & -\partial z^2 & 0 & 0 \\
0 & 0 & 0 & 0 & -\partial z^2 & 0 \\
0 & 0 & 0 & 0 & 0 & -\partial z^2 \\
\end{bmatrix}
\begin{bmatrix}
\varepsilon'_x(z) \\
\varepsilon'_y(z) \\
h'_x(z) \\
h'_y(z) \\
h'_z(z) \\
h'_z(z) \\
\end{bmatrix}
= \begin{bmatrix}
\varepsilon'_z(z) \\
h'_z(z) \\
\end{bmatrix},
\]

(2.36)

Separating the normal components one can write (2.33) as:

\[
\begin{bmatrix}
0 & 0 & 0 & -\partial z^2 & 0 & 0 \\
0 & 0 & \partial z^2 & 0 & 0 & 0 \\
0 & -\partial z^2 & 0 & 0 & 0 & 0 \\
\partial z^2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\partial z^2 \\
\end{bmatrix}
\begin{bmatrix}
\varepsilon'_x(z) \\
\varepsilon'_y(z) \\
h'_x(z) \\
h'_y(z) \\
h'_z(z) \\
h'_z(z) \\
\end{bmatrix} + i k_0 \begin{bmatrix}
\nu_y \varepsilon'_z(z) \\
-\varepsilon_{xx} \varepsilon'_z(z) \\
-\varepsilon_{xy} \varepsilon'_z(z) \\
-\varepsilon_{xz} \varepsilon'_z(z) \\
-\varepsilon_{yy} \varepsilon'_z(z) \\
-\varepsilon_{yz} \varepsilon'_z(z) \\
-\varepsilon_{zz} \varepsilon'_z(z) \\
\end{bmatrix} = 0.
\]

(2.37)

The system is reorganized with respect to the vector \( \mathbf{F}(z) \) (2.35) and \( e'_z(z), h'_z(z) \) are substituted according to (2.36):

\[
\begin{bmatrix}
-\varepsilon_{xx} & -\varepsilon_{xy} & -\varepsilon_{xz} & 0 & 0 & 0 \\
-\varepsilon_{yx} & -\varepsilon_{yy} & -\varepsilon_{yz} & 0 & 0 & 0 \\
-\varepsilon_{zx} & -\varepsilon_{zy} & -\varepsilon_{zz} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
-\nu_y^2 & 0 & \nu_y \nu_x & 0 & 0 & 0 \\
-\nu_y \nu_x & 0 & -\nu_y \nu_x & 0 & 0 & 0 \\
0 & -\nu_y \nu_x & -\nu_y \nu_x & 0 & 0 & 0 \\
\nu_x^2 & 0 & \nu_x^2 & 0 & 0 & 0 \\
0 & \nu_x^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \nu_x^2 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\varepsilon'_x(z) \\
\varepsilon'_y(z) \\
h'_x(z) \\
h'_y(z) \\
h'_z(z) \\
h'_z(z) \\
\end{bmatrix} = \begin{bmatrix}
-\varepsilon_{xx} \varepsilon'_z(z) \\
-\varepsilon_{xy} \varepsilon'_z(z) \\
-\varepsilon_{xz} \varepsilon'_z(z) \\
-\varepsilon_{yy} \varepsilon'_z(z) \\
-\varepsilon_{yz} \varepsilon'_z(z) \\
-\varepsilon_{zz} \varepsilon'_z(z) \\
\end{bmatrix}.
\]
2.3. MAXWELL’S EQUATIONS IN LAYERED MEDIA

\[
\begin{bmatrix}
-\varepsilon_{xx} & 0 & -\varepsilon_{xy} & 0 \\
-\varepsilon_{yx} & 0 & -\varepsilon_{yy} & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{xx}\varepsilon_{zz}^{-1}\varepsilon_{xx} & \varepsilon_{xx}\varepsilon_{zz}^{-1}\nu_x & \varepsilon_{xx}\varepsilon_{zz}^{-1}\nu_y & -\varepsilon_{xx}\varepsilon_{zz}^{-1}\nu_y \\
\varepsilon_{yx}\varepsilon_{zz}^{-1}\varepsilon_{xx} & \varepsilon_{yx}\varepsilon_{zz}^{-1}\nu_x & \varepsilon_{yx}\varepsilon_{zz}^{-1}\nu_y & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

\(i k_0 F(z)\).

From Eq. (2.33) we can derive a system of 4 equations for only the tangential components of the fields. A system of four coupled differential equations is obtained and it can be solved by different techniques. By proper reorganization it is possible to transform this problem into an eigenvalue problem that can be solved with high efficiency (in numerical simulations). The final form of the eigenvalue problem is:

\[
\frac{\partial}{\partial z} F(z) = i k_0 C F(z),
\]

(2.39)

where the matrix \(C\) follows from (2.38):

\[
C =
\begin{bmatrix}
-\nu_x\varepsilon_{zz}^{-1}\varepsilon_{xx} & 1 - \nu_x\varepsilon_{zz}^{-1}\nu_x & -\nu_x\varepsilon_{zz}^{-1}\nu_y & \nu_x\varepsilon_{zz}^{-1}\varepsilon_{yy} \\
-\nu_y\varepsilon_{zz}^{-1}\varepsilon_{xx} & -\nu_y\varepsilon_{zz}^{-1}\nu_x & \nu_y\varepsilon_{zz}^{-1}\nu_y + \varepsilon_{xy} - \varepsilon_{xx}\varepsilon_{zz}^{-1}\varepsilon_{yy} & \varepsilon_{xx}\varepsilon_{zz}^{-1}\varepsilon_{yy} \\
-\nu_x\varepsilon_{zz}^{-1}\nu_y & -\nu_y\varepsilon_{zz}^{-1}\varepsilon_{xx} & \nu_y\varepsilon_{zz}^{-1}\nu_y + \varepsilon_{xy} - \varepsilon_{xx}\varepsilon_{zz}^{-1}\varepsilon_{yy} & \varepsilon_{xx}\varepsilon_{zz}^{-1}\varepsilon_{yy} \\
-\nu_y\varepsilon_{zz}^{-1}\varepsilon_{xx} & -\nu_y\varepsilon_{zz}^{-1}\nu_x & \nu_y\varepsilon_{zz}^{-1}\nu_y + \varepsilon_{xy} - \varepsilon_{xx}\varepsilon_{zz}^{-1}\varepsilon_{yy} & \varepsilon_{xx}\varepsilon_{zz}^{-1}\varepsilon_{yy} - 1
\end{bmatrix}.
\]

(2.40)

Equation (2.39) is soluble as the eigenvalue problem of the \(C\) matrix.

**Eigenvalue decomposition**

The eigenvalue decomposition of the matrix \(C\) is defined as follows:

\[
CT = VT,
\]

(2.41)

where \(T\) is a column matrix of eigenvectors and \(V\) is a diagonal matrix of eigenvalues. Because of linear independence of eigenvectors, any vector which is in conformity with Maxwell equations (2.13) can be expressed as a linear combination of eigenvectors with amplitudes \(g(z)\):

\[
F(z) = T g(z).
\]

(2.42)

The final system of differential equations for the amplitudes is obtained by substituting (2.42) into (2.39):

\[
\frac{\partial}{\partial z} g(z) = i k_0 V g(z),
\]

(2.43)

and the solution \(g(z)\) can be written:

\[
g(z) = \exp (i k_0 z V) A,
\]

(2.44)

where \(A\) is vector of the amplitudes of each mode.
Let the plane of incident wave be identical with the $y$-$z$ plane (according to Fig. 2.3) and the medium be isotropic and homogeneous. Then the component of normalized wave vector $\nu_z = 0$, the permittivity tensor $\hat{\epsilon}$ is in the form of a diagonal matrix, $\hat{\epsilon} = \text{diag}(\epsilon, \epsilon, \epsilon)$ and the $C$ matrix describing this medium can be written in the form:

$$C_{iso} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
\epsilon - \nu_y^2 & 0 & 0 & 0 \\
0 & 0 & 0 & \nu_y \epsilon^{-1} \nu_y - 1 \\
0 & 0 & -\epsilon & 0
\end{bmatrix}.$$

The next step is the calculation of the eigenvalues $V_{iso}$ of the $C_{iso}$ matrix

$$V_{iso} = \begin{bmatrix}
\sqrt{\epsilon - \nu_y^2} & 0 & 0 & 0 \\
0 & -\sqrt{\epsilon - \nu_y^2} & 0 & 0 \\
0 & 0 & \sqrt{\epsilon - \nu_y^2} & 0 \\
0 & 0 & 0 & -\sqrt{\epsilon - \nu_y^2}
\end{bmatrix}.$$

and its eigenvectors $T_{iso}$

$$T_{iso} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
\sqrt{\epsilon - \nu_y^2} & -\sqrt{\epsilon - \nu_y^2} & (\sqrt{\epsilon})^{-1} \sqrt{\epsilon - \nu_y^2} & (\sqrt{\epsilon})^{-1} \sqrt{\epsilon - \nu_y^2} \\
0 & 0 & \sqrt{\epsilon - \nu_y^2} & -\sqrt{\epsilon}
\end{bmatrix}.$$

At this point it is necessary to discuss ordering of columns and rows of the $V$ and $T$ matrices (2.46), (2.47). The analytical expression of modes in the isotropic homogeneous material (2.47) represents tangential components of the the $s$-polarized (first and second columns) and $p$-polarized modes (third and fourth columns). The $s$- and $p$-polarized modes are further distinguished as up and/or down propagating according to the related propagation constant. For straightforward calculation the flowing ordering of modes (columns) in the $T$ is commonly used :

$$T_{iso} = [S_{down}, S_{up}, P_{down}, P_{up}].$$

The ordering was already used in construction of the $V_{iso}$-matrix, where the signs of the $[V_{iso}]_{11}$ and $[V_{iso}]_{22}$ are opposite (and $[V_{iso}]_{33}$, $[V_{iso}]_{44}$ as well). Columns of the $T_{iso}$ were ordered according to the propagation constants. The situations becomes complicated when the $T$-matrix is calculated by the eigenvalue decomposition of the $C$-matrix. Depending on algorithm, the arrangement of the eigenvalues and eigenvectors may be different. Therefore ordering criteria has to be established. For the chosen sign convention downward propagating waves have positive real
part of the propagation constant and positive imaginary part if the wave is attenuated. Naturally, \textit{up} and \textit{down} modes can be distinguished according their real or/and imaginary part. In our implementation we have used combined criteria for ordering of modes. According to the numerical tests we have set threshold for the absolute value of the propagation constant imaginary part as 0.05. If the value is above the threshold, the mode is recognized as \textit{up} or \textit{down} according to the sign of the imaginary part. If the value is under the threshold, the sign of the real part is used for \textit{up} and \textit{down} ordering. This combined criteria is not necessary for a layered structures, but it improves computing stability if the same code is used for a grating calculation, which will be discussed further.

\subsection*{2.3.2 Yeh approach for solving Maxwell equations}

Another way to solve the electromagnetic wave propagating in an anisotropic layered medium has been introduced by Yeh [73, 75]. Instead of solving system of linear first-order differential equations, the system is transformed into one second-order equation. The equation has to be solved for each medium in a single system separately. With the aid of Yeh’s approach it is easy to get analytical formulas for some special media. For example isotropic homogeneous media or media with a special anisotropy caused by an external magnetic field. Firstly the Helmholtz wave equation is derived from Maxwell’s equations (2.11) and assuming plane wave solution (2.1):

$$k \times [k \times E] + \frac{\omega^2}{c^2} \epsilon_R E = 0,$$  \hspace{1cm} (2.49)

and equation for \(H\):

$$H = \sqrt{\frac{\epsilon_0}{\mu_0}} N \times E, \hspace{1cm} (2.50)$$

where \(N = k/k_0\) is normalized wavevector defined by (2.34).

\textbf{Matrix of tangential component with Yeh approach applied to isotropic homogeneous material}

Equation (2.49) is expanded and simplified as follows for an isotropic medium:

$$\begin{bmatrix}
\epsilon - \nu_y^2 - \nu_z^2 & \nu_y \nu_x & \nu_z \nu_x \\
\nu_x \nu_y & \epsilon - \nu_x^2 - \nu_z^2 & \nu_z \nu_y \\
\nu_x \nu_z & \nu_y \nu_z & \epsilon - \nu_x^2 - \nu_y^2
\end{bmatrix} \times \begin{bmatrix}
e_x \\
\epsilon_y \\
\epsilon_z
\end{bmatrix} = 0 \hspace{1cm} (2.51)$$

The problem (2.51) is solved for nontrivial solutions \( \nu_z \) assuming the tangential \( \nu_x \) and \( \nu_y \) are given by the incident wave. The solutions \( \nu_z \) are the solutions of the 
\[ \det(B) = 0: \]

\[
\begin{align*}
\nu_{z,1} &= +\sqrt{\epsilon - \nu_x^2 - \nu_y^2} \\
\nu_{z,2} &= -\nu_{z,1} = -\sqrt{\epsilon - \nu_x^2 - \nu_y^2} \\
\nu_{z,3} &= +\sqrt{\epsilon - \nu_x^2 - \nu_y^2} \\
\nu_{z,4} &= -\nu_{z,3} = -\sqrt{\epsilon - \nu_x^2 - \nu_y^2}
\end{align*}
\]  

(2.52)

The propagation constants with positive real parts \((\nu_{z,1}, \nu_{z,3})\) represent down-propagating modes, those with negative real part up-propagating modes \((\nu_{z,2}, \nu_{z,4})\). This propagation constants are connected to two up- and two down-propagating plane waves. Propagating modes are chosen as a \(s\)- and \(p\)-polarized waves, however each wave satisfying wave equation (2.51) can be used.

\[
\begin{align*}
e_1 &= \begin{bmatrix} \nu_y \\
-\nu_x \\
0 \end{bmatrix}, & h_1 &= \begin{bmatrix} \nu_x \nu_{z,1} \\
\nu_y \nu_{z,1} \\
- (\nu_x^2 + \nu_y^2) \end{bmatrix}, \\
e_2 &= \begin{bmatrix} \nu_y \\
-\nu_x \\
0 \end{bmatrix}, & h_2 &= \begin{bmatrix} -\nu_x \nu_{z,1} \\
\nu_y \nu_{z,1} \\
- (\nu_x^2 + \nu_y^2) \end{bmatrix}, \\
e_3 &= \begin{bmatrix} \nu_x \nu_{z,3} \\
\nu_y \nu_{z,3} \\
(\nu_x^2 + \nu_y^2) \end{bmatrix}, & h_3 &= \begin{bmatrix} \nu_y \nu_{z,3}^{-1} (\nu_x^2 + \nu_y^2 - \nu_{z,3}^2) \\
\nu_x \nu_{z,3}^{-1} (\nu_x^2 + \nu_y^2 - \nu_{z,3}^2) \\
0 \end{bmatrix}, \\
e_4 &= \begin{bmatrix} -\nu_x \nu_{z,3} \\
-\nu_y \nu_{z,3} \\
(\nu_x^2 + \nu_y^2) \end{bmatrix}, & h_4 &= \begin{bmatrix} -\nu_y \nu_{z,3}^{-1} (\nu_x^2 + \nu_y^2 - \nu_{z,3}^2) \\
\nu_x \nu_{z,3}^{-1} (\nu_x^2 + \nu_y^2 - \nu_{z,3}^2) \\
0 \end{bmatrix}.
\end{align*}
\]  

(2.53)

Relation (2.50) has been used for calculation of magnetic fields. The atrix of the tangential components \(T\) is assembled from the components of the field vectors (2.53) according to the column vector \(F\) (2.35) and propagation direction (constant \(\nu_z\)).

Let the plane of incidence wave be in \(y-z\) plane \((\nu_x = 0\) according to Figure. 2.3) and assume a isotropic homogeneous medium \((\hat{\epsilon} = \text{diag}(\epsilon, \epsilon, \epsilon))\). Then the solution of the (2.53) is identical with (2.46) and (2.47).

### 2.3.3 Analytical formulae for magneto-optical media

Considering media with anisotropy induced only by linear magneto-optical effect in an isotropic medium (i.e. \(\epsilon_{xx} = \epsilon_{yy} = \epsilon_{zz}\)), the permittivity tensor (2.22) is
defined as follows:

\[
\hat{\epsilon}_R = \epsilon_1 \begin{bmatrix}
1 & -iQ_P & iQ_L \\
iQ_P & 1 & -iQ_T \\
iQ_L & iQ_T & 1
\end{bmatrix},
\]  

(2.54)

where parameters \(Q_P\), \(Q_L\), and \(Q_T\) are the linear magneto-optical parameters of polar, longitudinal and transverse magneto-optical effect, respectively.

**Polar magneto-optical effect**

Here we consider the polar magneto-optical configuration \((Q_L = Q_T = 0)\) and the incident plane wave in \(y - z\) plane (\(\nu_x = 0\)). The Helmholtz equation for the plane waves 2.49 is expanded as follows:

\[
\begin{bmatrix}
\epsilon_1 - \nu_y^2 - \nu_z^2 & -i\epsilon_1 Q_P & 0 \\
i\epsilon_1 Q_P & \epsilon_1 - \nu_y^2 & \nu_z \nu_y \\
0 & \nu_y \nu_z & \epsilon_1 - \nu_z^2
\end{bmatrix}
\begin{bmatrix}
\nu_x \\
\nu_y \\
\nu_z
\end{bmatrix} = 0.
\]  

(2.55)

The problem (2.55) is solved for nontrivial solutions \(\nu_z\) assuming the tangential \(\nu_y\) is given by the incident wave. The solutions \(\nu_z\) are the solutions of the \(\det(B)=0\):

\[
\nu_{z,1,3} = -\nu_{z,2,4} = \sqrt{\epsilon_1 - \nu_y^2 \pm Q_P \sqrt{\epsilon_1 (\epsilon_1 - \nu_y^2)}}.
\]  

(2.56)

Solution of the problem are the elliptically polarized plane waves and the matrix of tangential fields is defined as:

\[
T_{\text{polar}} = \begin{bmatrix}
T_{11} & T_{11} & T_{11} & T_{11} \\
T_{21} & T_{22} & T_{23} & T_{24} \\
T_{31} & T_{32} & T_{33} & T_{34} \\
T_{41} & T_{42} & T_{43} & T_{44}
\end{bmatrix},
\]  

(2.57)

where

\[
T_{11} = \epsilon_1 Q_P (\epsilon_1 - \nu_y^2),
\]

\[
T_{2,2} = \epsilon_1 Q_P \nu_z \nu_y (\epsilon_1 - \nu_y^2),
\]

\[
T_{3,j} = i\nu_y \nu_{z,j} (\epsilon_1 - \nu_y^2 - \nu_z^2),
\]

\[
T_{4,j} = i\nu_y \nu_{z,j}^4 - i\nu_y \epsilon_1 \nu_y^3 + 2i\epsilon_1 \nu_y^3 - i\nu_y^5.
\]  

(2.58)
Longitudinal magneto-optical effect

Here we consider the longitudinal magneto-optical configuration \((Q_P = Q_T = 0)\) and the incident plane wave in \(y - z\) plane \((\nu_x = 0)\). The Helmholtz equation for the plane waves 2.49 is expanded as follows:

\[
\begin{bmatrix}
\epsilon_1 - \nu_y^2 - \nu_z^2 & 0 & i\epsilon_1 Q_L \\
0 & \epsilon_1 - \nu_z^2 & \nu_z \nu_y \\
-i\epsilon_1 Q_L & \nu_y \nu_z & \epsilon_1 - \nu_y^2
\end{bmatrix} \times \begin{bmatrix} e_x \\ e_y \\ e_z \end{bmatrix} = 0. \tag{2.59}
\]

The problem (2.59) is solved for nontrivial solutions \(\nu_z\) assuming the tangential \(\nu_y\) is given by the incident wave. The solutions \(\nu_z\) are the solutions of the \(\text{det}(B) = 0:\)

\[
\nu_{z,1,3} = -\nu_{z,2,4} = \sqrt{\epsilon_1 - \nu_y^2 - \frac{1}{2} \epsilon_1 Q_L^2 \pm \frac{1}{2} Q_L \sqrt{\epsilon_1^2 Q_L^2 + 4 \epsilon_1 \nu_y^2}}. \tag{2.60}
\]

Solution of the problem are the elliptically polarized plane waves and the matrix of tangential fields is defined as:

\[
T_{\text{long}} = \begin{bmatrix}
T_{11} & T_{12} & T_{13} & T_{14} \\
T_{21} & T_{22} & T_{23} & T_{24} \\
T_{31} & T_{32} & T_{33} & T_{34} \\
T_{41} & T_{42} & T_{43} & T_{44}
\end{bmatrix}, \tag{2.61}
\]

where

\[
\begin{align*}
T_{1,j} &= i\epsilon_1 \nu_y Q_L \nu_{z,j}, \\
T_{2,j} &= i\epsilon_1 \nu_y Q_L \nu_{z,j}^2, \\
T_{3,j} &= -\nu_y \nu_{z,j} \left( \epsilon_1 - \nu_y^2 - \nu_{z,j}^2 \right), \\
T_{4,j} &= \nu_y \epsilon_1^2 - 2\epsilon_1 \nu_y^3 + \nu_y^5 - \nu_y \epsilon_1^2 Q_L^2 - \nu_y^4 \nu_{z,j}.
\end{align*} \tag{2.62}
\]

Transverse magneto-optical effect

Considering the transverse magneto-optical configuration \((Q_P = Q_T = 0)\) and the incident plane wave in \(y - z\) plane \((\nu_x = 0)\). The Helmholtz equation for plane waves (2.49) is expanded as follows:

\[
\begin{bmatrix}
\epsilon_1 - \nu_y^2 - \nu_z^2 & 0 & 0 \\
0 & \epsilon_1 - \nu_z^2 & -i\epsilon_1 Q_T + \nu_y \nu_z \\
0 & i\epsilon_1 Q_T + \nu_y \nu_z & \epsilon_1 - \nu_y^2
\end{bmatrix} \times \begin{bmatrix} e_x \\ e_y \\ e_z \end{bmatrix} = 0. \tag{2.63}
\]
The problem (2.63) is solved for nontrivial solutions $\nu_z$ assuming the tangential $\nu_y$ is given by the incident wave. The solutions $\nu_z$ are the solutions of the $\text{det}(B)=0$:

$$
\nu_{z,1,2} = \pm \sqrt{\epsilon_1 - \nu_y^2}, \quad \nu_{z,3,4} = \pm \sqrt{\epsilon_1 - \nu_y^2 - \epsilon_1 Q_T^2}.
$$

Solution of the problem are the linear polarized plane waves and the matrix of tangential fields is defined as:

$$
T_{long} = \begin{bmatrix}
T_{11} & T_{11} & 0 & 0 \\
T_{21} & -T_{21} & 0 & 0 \\
0 & 0 & T_{33} & T_{33} \\
0 & 0 & T_{43} & T_{44}
\end{bmatrix},
$$

where

$$
\begin{align*}
T_{1,1} &= 1, \\
T_{2,1} &= \sqrt{\epsilon_1 - \nu_y^2}, \\
T_{3,3} &= \epsilon_1 - \nu_y^2, \\
T_{4,3} &= -i\epsilon_1 \nu_y Q_T - \epsilon_1 \sqrt{\epsilon_1 - \nu_y^2 - \epsilon_1 Q_T^2}, \\
T_{4,4} &= -i\epsilon_1 \nu_y Q_T + \epsilon_1 \sqrt{\epsilon_1 - \nu_y^2 - \epsilon_1 Q_T^2}.
\end{align*}
$$

Note that from (2.65) it is directly seen, that transverse MO Kerr effect affects only $p$-polarization.

## 2.4 Boundary conditions - field matching at interfaces

In this section the theoretical results about solving of the Maxwell equations in the medium based on the tangential components continuity (Sec. 2.3.) are applied to the system of planar layers. Figure 2.4 shows the discussed case with the layer [with index $(i)$] surrounded by a system of layers and the superstrate $(0)$ and a substrate $(n + 1)$. Assuming homogeneous, isotropic substrate and superstrate the eigenmodes in this semi-infinite media are given by analytical form of the T-matrix (2.47). The eigenmodes in a homogeneous layer $(i + 1)$ with a general anisotropy are calculated as an eigenvector problem (2.43) of a general $C^{(1)}$ matrix (2.40).
with the following distribution it is necessary to propagate fields through a media. This is described through a system of planar layers.

The vector $A^{(i)} (z_i)$ represents the vector of amplitudes of field components at the interface $z_i$. From the C-matrix of a general material (anisotropic, homogeneous), the eigenvector matrix $T$ is obtained as follows:

$$T^{(i)} = \begin{bmatrix}
  e_{1,x}^{(i)} & e_{2,x}^{(i)} & e_{3,x}^{(i)} & e_{4,x}^{(i)} \\
  h_{1,y}^{(i)} & h_{2,y}^{(i)} & h_{3,y}^{(i)} & h_{4,y}^{(i)} \\
  e_{1,y}^{(i)} & e_{2,y}^{(i)} & e_{3,y}^{(i)} & e_{4,y}^{(i)} \\
  h_{1,x}^{(i)} & h_{2,x}^{(i)} & h_{3,x}^{(i)} & h_{4,x}^{(i)}
\end{bmatrix}. \tag{2.67}$$

The vector of amplitudes $A^{(i)} = [A_{1\text{down}}^{(i)}, A_{2\uparrow}^{(i)}, A_{3\downarrow}^{(i)}, A_{4\uparrow}^{(i)}]^T$ is defined for each mode in the structure. Therefore the product of $T^{(i)}A^{(i)}$ represents total tangential field components:

$$T^{(i)} = \begin{bmatrix}
  e_{1,x}^{(i)} & e_{2,x}^{(i)} & e_{3,x}^{(i)} & e_{4,x}^{(i)} \\
  h_{1,y}^{(i)} & h_{2,y}^{(i)} & h_{3,y}^{(i)} & h_{4,y}^{(i)} \\
  e_{1,y}^{(i)} & e_{2,y}^{(i)} & e_{3,y}^{(i)} & e_{4,y}^{(i)} \\
  h_{1,x}^{(i)} & h_{2,x}^{(i)} & h_{3,x}^{(i)} & h_{4,x}^{(i)}
\end{bmatrix} = \begin{bmatrix}
  A_{1\text{down}}^{(i)} \\
  A_{2\uparrow}^{(i)} \\
  A_{3\downarrow}^{(i)} \\
  A_{4\uparrow}^{(i)}
\end{bmatrix} = \begin{bmatrix}
  e_{x}^{(i)} \\
  h_{y}^{(i)} \\
  e_{y}^{(i)} \\
  h_{x}^{(i)}
\end{bmatrix}. \tag{2.68}$$

Continuity of the tangential components at the interface leads to the following relation for the top interface:

$$T^{(i)} A^{(i)} (z_i) = T^{(i+1)} A^{(i+1)} (z_{i+1}). \tag{2.69a}$$

To be able to describe total optical response of the structure or to calculate field distribution it is necessary to propagate fields through a media. This is described with the following T-matrix algorithm.
2.4.1 T-matrix algorithm

For description of the optical response of a multilayered structure it is necessary to include field propagation through the system. The propagation from interface \((z_i)\) to \((z_{i+1})\) is described with propagation matrix \(P^{(i+1)}\):

\[
P^{(i+1)} = \begin{bmatrix}
      \exp[ik_0 V^{(i+1)}_{1,1} d^{(i+1)}] & 0 & 0 & 0 \\
      0 & \exp[ik_0 V^{(i+1)}_{2,2} d^{(i+1)}] & 0 & 0 \\
      0 & 0 & \exp[ik_0 V^{(i+1)}_{3,3} d^{(i+1)}] & 0 \\
      0 & 0 & 0 & \exp[ik_0 V^{(i+1)}_{4,4} d^{(i+1)}]
    \end{bmatrix},
\]

where \([V]_{ii}\) are the propagation constants from matrix \(V\), i.e. propagation constants \(\nu_{z,i}\), and \(d_i\) is the thickness of \(i+1\)-th layer. The vector of amplitudes is transformed according to the relation:

\[
A^{(i+1)}(z_{i+1}) = P^{(i+1)} A^{(i+1)}(z_{i}) .
\]  

(2.71)

The relation between the wave \(A^{(i)}(z_{i})\) and \(A^{(i+2)}(z_{i+1})\) is given combining (2.69-2.71):

\[
A^{(i)}(z_{i}) = (T^{(i)})^{-1} (P^{(i+1)})^{-1} (T^{(i+1)})^{-1} (T^{(i+2)}) A^{(i+2)}(z_{i+1}) .
\]  

(2.72)

For a system with \(N\) planar layers the relation between the vector of the amplitudes in the superstrate and the substrate has the following form:

\[
A^{(0)} = (T^{(0)})^{-1} \left( \prod_{i=1}^{N} (P^{(i)})^{-1} (T^{(i)})^{-1} \right) T^{(N+1)} A^{(N+1)} = T A^{(N+1)} .
\]  

(2.73)

The presented T-matrix algorithm is straightforward and effective approach how to propagate field in a layered media. At this point it is time to point out, that the algorithm propagates fields from the top to the bottom side. In means, that back reflected waves from the bottom are propagated in opposite directions. In other words, amplitude of the propagating mode is being exponentially increased, because it is calculated in the opposite direction that it really propagates. Despite this fact, the T-matrix algorithm is stable for calculation of layered structures. But it can becomes unstable when highly evanescent modes exists in a structure.

1. It is not necessary to calculate inversion to matrix \(P^{(i)}\) in numerical implementation, changing the sign in exponential factor reduces calculation time.
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2.5 Solution of the Maxwell equations in the 1D periodic media

This section deals with solution of Maxwell’s equations in a 1D periodic media, using rigorous coupled wave analysis (RCWA). Figure 2.5 schematically illustrates 1D periodic structure. In the following calculations let’s assume the plane of incidence is parallel to the $y$-$z$ plane, and it is perpendicular to the lamellas of the grating. Because the permittivity tensor of the periodic layer is a discontinuous function (in $y$-direction) it is necessary to use more advanced method than the T-matrix algorithm (2.73). The algorithm discussed in this section is the Rigorous Coupled Wave Analysis (RCWA) based on approximation of permittivity function and field components by their truncated Fourier series [76,77].

2.5.1 Maxwell equation in Fourier domain

Starting from the normalized Maxwell equations defined in (2.30):

\[
\nabla \times \mathbf{H}'(r) = -i k_0 \epsilon_R \mathbf{E}'(r), \tag{2.74a}
\]
\[
\nabla \times \mathbf{E}'(r) = i k_0 \mathbf{H}'(r), \tag{2.74b}
\]

in which the permittivity tensor $\epsilon_R$ is a periodic function of the $y$ coordinate, $\epsilon_R = \tilde{\epsilon}(y)$ with the period $\Lambda$. Components of the permittivity tensor are expanded in a Fourier series:

\[
\epsilon_{ij}(y) = \sum_{n=-\infty}^{\infty} \epsilon_{ij,n} \exp \left( i n \frac{2\pi}{\Lambda} y \right), \tag{2.75}
\]
where \( \varepsilon_{ij,n} \) is \( n \)-th Fourier coefficient defined using the integral:

\[
\varepsilon_{ij,n} = \frac{1}{\Lambda} \int_{0}^{\Lambda} \varepsilon_{ij}(y) \exp \left(-i \frac{n}{\Lambda} y\right) dy.
\] (2.76)

Using the Floquet theorem, the electric and magnetic field components are also expanded into Fourier series in each layer in the structure, including homogeneous layers [73, 77–79]:

\[
\mathbf{E}'(\mathbf{r}) = \sum_{n=-\infty}^{\infty} \mathbf{e}_n(z) \exp \left[i k_0 (\nu_x x + \nu_y y)\right] \exp \left(i \frac{2\pi}{\Lambda} y\right),
\] (2.77a)

\[
\mathbf{H}'(\mathbf{r}) = \sum_{n=-\infty}^{\infty} \mathbf{h}_n(z) \exp \left[i k_0 (\nu_x x + \nu_y y)\right] \exp \left(i \frac{2\pi}{\Lambda} y\right).
\] (2.77b)

### 2.5.2 Solution in finite Fourier domain

For numerical implementation it is necessary to truncate the Fourier image of the field components. Symmetrical truncation is given by \( 2N + 1 \) members of infinite Fourier image. Putting of the equations (2.77a) and (2.77b) into the Maxwell equation (2.30a) and (2.30b) the Fourier image has the form:

\[
\nabla \times \sum_{n=-N}^{N} \mathbf{h}_n(z) \exp \left[i k_0 (\nu_x x + \nu_y y)\right] \exp \left(i \frac{2\pi}{\Lambda} y\right) =
\]

\[
= -i k_0 \sum_{n=-N}^{N} \sum_{m=-N}^{N} \hat{\varepsilon}_{n-m} \mathbf{e}_m(z) \exp \left[i k_0 (\nu_x x + \nu_y y)\right] \exp \left(i \frac{2\pi}{\Lambda} y\right),
\] (2.78)

\[
\nabla \times \sum_{n=-N}^{N} \mathbf{e}_n(z) \exp \left[i k_0 (\nu_x x + \nu_y y)\right] \exp \left(i \frac{2\pi}{\Lambda} y\right) =
\]

\[
= i k_0 \sum_{n=-N}^{N} \mathbf{h}_n(z) \exp \left[i k_0 (\nu_x x + \nu_y y)\right] \exp \left(i \frac{2\pi}{\Lambda} y\right),
\] (2.79)

where \( \hat{\varepsilon}_n \) is a tensor of \( n \)-th Fourier component. Following a compact notation, Eq. (2.78) and (2.79) are further calculated and implemented in the form:

\[
\nabla \times \{ \mathbf{F} [\mathbf{h}(z)] \exp [i k_0 (\nu_x x + \nu_y y)] \} = -i k_0 \mathbf{F} [\hat{\varepsilon}] \mathbf{e}(z) \exp [i k_0 (k_x x + k_y y)],
\] (2.80a)

\[
\nabla \times \{ \mathbf{F} [\mathbf{e}(z)] \exp [i k_0 (\nu_x x + \nu_y y)] \} = \mathbf{F} [\mathbf{h}(z)] \exp [i k_0 (\nu_x x + \nu_y y)],
\] (2.80b)
where the matrix F is a matrix with the Fourier exponents on its diagonal and has the size \((2N + 1) \times (2N + 1)\):

\[
F_{ij} = \delta_{ij} \exp \left[ i (j - N - 1) \frac{2\pi y}{\Lambda} \right].
\]  

The symbol \([.]\) stands for the amplitudes vector of truncated Fourier expansion (in the \(y\) direction) and symbol \([.]\) stands for the Toeplitz amplitude matrix of expanded permittivity tensor function \(\hat{\epsilon}(y)\). This notation helps to express otherwise very complicated formulas in rather compact forms. In the following text we will use these symbols in places, where we believe it could simplify equations and clarify the used algorithms.

Using the same approach like in (2.31) we first evaluate the curl operator in (2.80b). Then the matrix \(F\) is eliminated by multiplication of both sides of equations with \(F^{-1}\) from the left. This cancels out the exponential factors and equations are particularly derived with respect to tangential components:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & -\frac{\partial}{\partial z} & \frac{\partial}{\partial y} & \frac{\partial}{\partial x} \\
0 & 0 & 0 & \frac{\partial}{\partial y} & 0 & -\frac{\partial}{\partial x} & 0 \\
0 & 0 & 0 & -\frac{\partial}{\partial z} & 0 & 0 & 0 \\
0 & -\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \epsilon_x}{\partial y} \\
\frac{\partial \epsilon_y}{\partial x} \\
\frac{\partial \epsilon_z}{\partial z} \\
\frac{\partial \epsilon_y}{\partial x} \\
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial \epsilon_x}{\partial y} \\
\frac{\partial \epsilon_y}{\partial x} \\
\frac{\partial \epsilon_z}{\partial z} \\
\frac{\partial \epsilon_y}{\partial x} \\
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial \epsilon_x}{\partial y} \\
\frac{\partial \epsilon_y}{\partial x} \\
\frac{\partial \epsilon_z}{\partial z} \\
\frac{\partial \epsilon_y}{\partial x} \\
\end{bmatrix}.
\]  

And after derivation:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & -\frac{\partial}{\partial z} & i k_0 q \\
0 & 0 & 0 & \frac{\partial}{\partial y} & 0 & -i k_0 p \\
0 & 0 & 0 & -i k_0 q & i k_0 p & 0 \\
0 & -\frac{\partial}{\partial z} & i k_0 q & 0 & 0 & 0 \\
\frac{\partial}{\partial z} & 0 & -i k_0 p & 0 & 0 & 0 \\
-i k_0 q & i k_0 p & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \epsilon_x}{\partial y} \\
\frac{\partial \epsilon_y}{\partial x} \\
\frac{\partial \epsilon_z}{\partial z} \\
\frac{\partial \epsilon_y}{\partial x} \\
\end{bmatrix} =
\begin{bmatrix}
\frac{\partial \epsilon_x}{\partial y} \\
\frac{\partial \epsilon_y}{\partial x} \\
\frac{\partial \epsilon_z}{\partial z} \\
\frac{\partial \epsilon_y}{\partial x} \\
\end{bmatrix}.
\]
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The matrices \( p \) and \( q \) are diagonal with elements representing the tangential component of the normalized wave vector, \( p_{ij} = \delta_{i,j} \nu_x \) and \( q_{ij} = \delta_{ij} \left[ \nu_y + (j - N - 1) \frac{\lambda}{\Lambda} \right] \), for \( i, j \in \{1, 2, \ldots, 2N + 1\} \). From the equation (2.83) the normal components can be separated and expressed with the tangential components. Finally after some calculation the vector of tangential components is defined as:

\[
\begin{bmatrix}
F(z) = [e_x(z), h_y(z), e_y(z), h_z(z)]^T,
\end{bmatrix}
\]

and the same type of eigenvalue problem is obtained:

\[
\frac{\partial}{\partial z} [F(z)] = i k_0 C [F(z)].
\]

The size of the matrix \( C \) is now \( 4(2N + 1) \times 4(2N + 1) \) and has the following form:

\[
\begin{bmatrix}
-p \left[ \varepsilon^{-1}_{zz} \right] \left[ \varepsilon_{xx} \right] & II-p \left[ \varepsilon^{-1}_{zz} \right] & \vdots \\
-q^2 + \left[ \varepsilon_{xx} \right] - \left[ \varepsilon_{xx} \right] \left[ \varepsilon^{-1}_{zz} \right] \left[ \varepsilon_{xx} \right] & - \left[ \varepsilon_{xx} \right] \left[ \varepsilon^{-1}_{zz} \right] p & \vdots \\
-p \left[ \varepsilon^{-1}_{zz} \right] \left[ \varepsilon_{xx} \right] & -q \left[ \varepsilon_{zz} \right] p & \vdots \\
-pq + \left[ \varepsilon_{yz} \right] + \left[ \varepsilon_{yz} \right] \left[ \varepsilon^{-1}_{zz} \right] \left[ \varepsilon_{xx} \right] & \left[ \varepsilon_{yz} \right] \left[ \varepsilon^{-1}_{zz} \right] p & \vdots \\
-pq + \left[ \varepsilon_{yz} \right] - \left[ \varepsilon_{xz} \right] \left[ \varepsilon^{-1}_{zz} \right] \left[ \varepsilon_{yz} \right] & \left[ \varepsilon_{xz} \right] \left[ \varepsilon^{-1}_{zz} \right] q & \vdots \\
-pq + \left[ \varepsilon_{yz} \right] - \left[ \varepsilon_{yz} \right] \left[ \varepsilon^{-1}_{zz} \right] \left[ \varepsilon_{yz} \right] & \left[ \varepsilon_{zz} \right] \left[ \varepsilon^{-1}_{zz} \right] q & \vdots \\
-p^2 - \left[ \varepsilon_{yy} \right] + \left[ \varepsilon_{yy} \right] \left[ \varepsilon^{-1}_{zz} \right] \left[ \varepsilon_{yz} \right] & \left[ \varepsilon_{zz} \right] \left[ \varepsilon^{-1}_{zz} \right] q & \vdots \\
\end{bmatrix}
\]

Resulting system is a set of coupled first degree differential equations with constant coefficients and the solution \( g(z) \) can be written in the form:

\[
[g(z)] = \exp \left[ ik_0 z V \right] A,
\]

where \( A \) is the vector of amplitudes of each wave mode and \( V \) denotes diagonal matrix of the propagation constants.
2.5.3 S-Matrix algorithm

As was discussed at the end of Sec. 2.4.1 the T-matrix algorithm is not numerically stable for grating calculations. The instability comes from the finite numerical precision of computers. When highly evanescent modes is calculated in the same direction as it propagates, amplitudes of its fields exponentially decreases. But in case of calculation in opposite direction that mode propagation, field are exponentially increased. Total field in any point in the structure is a sum of fields of all up and down modes, i.e. modes with large and low amplitudes. The idea of the S-matrix algorithm is to separate up and down modes in the structure and let them propagate in a direction of exponential damping.

\[
\begin{align*}
A_{\text{down}}^{(0)} & \rightarrow A_{\text{up}}^{(0)} \\
A_{\text{up}}^{(0)} & \rightarrow A_{\text{down}}^{(0)} \\
A_{\text{up}}^{(n+1)} & \rightarrow A_{\text{down}}^{(n+1)} \\
A_{\text{up}}^{(n+1)} & \rightarrow A_{\text{down}}^{(n+1)}
\end{align*}
\]

T-matrix algorithm \hspace{1cm} S-matrix algorithm

Figure 2.6: Differences between input (solid red) and output (dashed blue) arguments in T-matrix and S-matrix algorithms.

\[
\begin{align*}
\uparrow A_{\text{up}}^{(i)} & \downarrow A_{\text{down}}^{(i)} & z_i \\
\uparrow A_{\text{up}}^{(i+1)} & \downarrow A_{\text{down}}^{(i+1)} & z_{i+1} \\
\uparrow A_{\text{up}}^{(i+2)} & \downarrow A_{\text{down}}^{(i+2)}
\end{align*}
\]

Figure 2.7: Separated up and down propagating modes in medium

Figure 2.6 shows different calculation approach in the T-matrix and S-matrix algorithm. The T-matrix propagates the amplitude vector \(A_{\text{down}}^{(0)}\) through the structure and relates amplitudes in the superstrate with amplitudes in the sub- strate. The S-matrix algorithm on the other hand relates the amplitudes of incoming waves \(A_{\text{down}}^{(0)}, A_{\text{up}}^{(n+1)}\) to those of outgoing waves \(A_{\text{up}}^{(0)}, A_{\text{down}}^{(n+1)}\). The following calculations show the basic steps of the S-matrix algorithm. the first step is the
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separation of the up and down modes. Starting from a known T-matrix description at a single interface, the relation between amplitudes \( A^{(i)}(z_i) \) and \( A^{(i+1)}(z_i) \) is:

\[
A^{(i)}(z_i) = \left( T^{(i)} \right)^{-1} T^{(i+1)} A^{(i+1)}(z_i),
\]

or in compact T-matrix notation:

\[
\begin{bmatrix}
A_{up}^{(i)} \\
A_{down}^{(i)}
\end{bmatrix}
= 
\begin{bmatrix}
T_{11}^{(i)} & T_{12}^{(i)} \\
T_{21}^{(i)} & T_{22}^{(i)}
\end{bmatrix}
\begin{bmatrix}
A_{up}^{(i+1)} \\
A_{down}^{(i+1)}
\end{bmatrix}.
\]

In the next step the up and down modes are separated:

\[
\begin{bmatrix}
A_{up}^{(i)} \\
A_{down}^{(i+1)}
\end{bmatrix}
= s^{(i)}
\begin{bmatrix}
A_{up}^{(i+1)} \\
A_{down}^{(i)}
\end{bmatrix},
\]

where the matrix \( s^{(i)} \) comes from T matrix:

\[
s^{(i)} =
\begin{bmatrix}
s_{11}^{(i)} & s_{12}^{(i)} \\
s_{21}^{(i)} & s_{22}^{(i)}
\end{bmatrix}
= 
\begin{bmatrix}
T_{11}^{(i)} - T_{12}^{(i)} T_{22}^{(i)} T_{21}^{(i)} & T_{11}^{(i)} T_{22}^{(i)} T_{21}^{(i)} - T_{12}^{(i)} \\
T_{22}^{(i)} T_{21}^{(i)} & T_{12}^{(i)} T_{22}^{(i)} T_{21}^{(i)} - T_{11}^{(i)}
\end{bmatrix}.
\]

The next step is the description of the field propagation through a layer. The propagation matrix \( P^{(i+1)} \) can be written separately for up and down modes:

\[
A_{up}^{(i+1)}(z_i) = P_{up}^{(i+1)} A_{up}^{(i+1)}(z_{i+1}),
A_{down}^{(i+1)}(z_{i+1}) = P_{down}^{(i+1)} A_{down}^{(i+1)}(z_i).
\]

The propagation matrices are diagonal with the eigenvalues as arguments in the exponential factors:

\[
P_{up}^{(i+1)} = \exp \left[ -ik_0 d_{i+1} V_{up}^{(i+1)} \right],
\]

\[
P_{down}^{(i+1)} = \exp \left[ ik_0 d_{i+1} V_{down}^{(i+1)} \right],
\]

where \( d_{i+1} \) is the thickness of a layer with index \( i + 1 \). The relations (2.93) used in (2.90) lead to relation between waves in the upper medium and waves propagated through the interface and a single layer:

\[
\begin{bmatrix}
A_{up}^{(i)}(z_i) \\
A_{down}^{(i+1)}(z_{i+1})
\end{bmatrix}
= s^{(i)}
\begin{bmatrix}
A_{up}^{(i+1)}(z_{i+1}) \\
A_{down}^{(i)}(z_i)
\end{bmatrix},
\]

and \( s^{(i)} \) is a matrix describing the continuity on interface and the propagation through layer:

\[
s^{(i)} =
\begin{bmatrix}
s_{11}^{(i)} & s_{12}^{(i)} \\
s_{21}^{(i)} & s_{22}^{(i)}
\end{bmatrix}
= 
\begin{bmatrix}
V_{up}^{(i+1)} P_{up}^{(i+1)} & s_{12}^{(i)} P_{down}^{(i+1)} \\
V_{down}^{(i+1)} P_{up}^{(i+1)} & P_{down}^{(i+1)}
\end{bmatrix}.
\]
If the structure has only one planar interface, the problem is solved with matrix (2.95) for $d_i + 1 = 0$. The matrix $\tilde{s}^{(i+1)}$ is calculated for all interfaces [for example $(z_{i+1})$, see Figure 2.7]. In the next step all the $\tilde{s}^{(k)}$, $k = 1, 2, \ldots, n < N$ matrices are recursively added. The result is the $S^{(n)}$-matrix relating incoming and outgoing waves:

$$
\begin{bmatrix}
A_{up}^{(0)}(z_0) \\
A_{down}^{(n+1)}(z_{n+1})
\end{bmatrix}
= S^{(n)}
\begin{bmatrix}
A_{up}^{(n+1)}(z_{n+1}) \\
A_{down}^{(0)}(z_0)
\end{bmatrix},
$$

where matrix $S^{(n)}$:

$$
S^{(n)} = \begin{bmatrix}
S^{(n)}_{11} & S^{(n)}_{12} \\
S^{(n)}_{21} & S^{(n)}_{22}
\end{bmatrix}.
$$

Components of $S^{(n+1)}$ are recurrently defined:

$$
\begin{align*}
S^{(n+1)}_{11} &= S^{(n)}_{11} \left[ I - \tilde{s}^{(n+1)}_{12} S^{(n)}_{21} \right]^{-1} \tilde{s}^{(n+1)}_{11}, \\
S^{(n+1)}_{12} &= S^{(n)}_{12} + S^{(n)}_{11} \left[ I - \tilde{s}^{(n+1)}_{12} S^{(n)}_{21} \right]^{-1} \tilde{s}^{(n+1)}_{11} S^{(n)}_{22}, \\
S^{(n+1)}_{21} &= \tilde{s}^{(n)}_{12} + \tilde{s}^{(n+1)}_{22} S^{(n)}_{21} \left[ I - \tilde{s}^{(n+1)}_{12} S^{(n)}_{21} \right]^{-1} \tilde{s}^{(n+1)}_{11}, \\
S^{(n+1)}_{22} &= \tilde{s}^{(n)}_{22} S^{(n)}_{21} \left[ I - \tilde{s}^{(n+1)}_{12} S^{(n)}_{21} \right]^{-1} \tilde{s}^{(n+1)}_{11}.
\end{align*}
$$

After applying recursive formula to all layers in structure one obtains the global scattering matrix $S$:

$$
\begin{bmatrix}
A_{up}^{(0)}(z_0) \\
A_{down}^{(N)}(z_N)
\end{bmatrix}
= S
\begin{bmatrix}
A_{up}^{(N)}(z_N) \\
A_{down}^{(0)}(z_0)
\end{bmatrix}
$$

### 2.5.4 Condition for guided modes

Calculation of guided modes is an important issue in structure design and optimization. A waveguiding structure could be for example a classical dielectric waveguide where a high-refractive index material is surrounded by a low-refractive index cladding. Advanced waveguiding structures can be based on guiding via excitation of surface plasmon resonance or by system periodicity, i.e. photonic crystal waveguides [80, 81]. By the analysis of the $S$ matrix it is possible to distinguish between propagating guided modes and localized resonant modes.

The guided modes condition using the T-matrix algorithm (Sec. 2.4.1) has been originally derived by Yeh [73, 82]. In the S-matrix notation resonant or guided modes can be described as follows:

$$
\begin{bmatrix}
(A)_{up}^{(0)} \\
(A)_{down}^{(N)}
\end{bmatrix}
= S
\begin{bmatrix}
0 \\
0
\end{bmatrix},
$$
where the left vector of outgoing amplitudes corresponds to evanescent waves and right zero vector represent situation without incoming modes from sub- and superstrate. The nontrivial solution for the inverse S-matrix needs to be find:

\[
S^{-1} \begin{bmatrix} (A)_{up}^{(0)} \\ (A)_{down}^{(N)} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\] (2.101)

Such a problem can easily be solved via the singular value decomposition (SVD) [83]. The S-matrix can be decomposed into product of three matrices:

\[
S = U\Sigma V^T \quad \Rightarrow \quad S^{-1} = V\Sigma^{-1}U^H,
\] (2.102)

where \(U\) is the matrix of the left singular vectors, \(T\) is the matrix of the right singular vectors, both are unitary matrices, and \(T^H\) denotes the conjugate transpose of the matrix.\(^2\) The matrix \(\Sigma\) is a diagonal matrix of singular values. The SVD can be rearranged according to ascending order of singular values:

\[
\sigma_{\text{max}} = [\Sigma]_{1,1} \geq [\Sigma]_{2,2} \geq \ldots \geq [\Sigma]_{n,n},
\] (2.103)

then the problem of guided mode can be solved from relation:

\[
S^{-1}U = V\Sigma^{-1}.
\] (2.104)

Relation (2.104) represents a solution of the original problem (2.101). For the \([\Sigma^{-1}]_{1,1} = 0\) the first column of the matrix \(V^T\) is the vector of outgoing modes \([A_{up}^{(N+1)}(z_{n+1}), A_{down}^{(0)}(z_0)]^T\).

In design and optimization of a wave-guiding structure the value \(1/\sigma_{\text{max}}\) is minimized in order to optimize waveguiding properties. Numerical minimization of \(1/\sigma_{\text{max}}\) together with condition (2.103) lead the diagonal matrix \(\Sigma^{-1}\) to be zero. Therefore it leads to zero matrix on the right side of (2.104) and waveguiding condition (2.101) is fulfilled.

The optimization procedure is done over free parameters \((x)\), which typically are the real and imaginary parts of the propagation constant, geometry, wavelength, etc. [82]. The optimization process can be described:

\[
\frac{1}{\sigma_{\text{max}}} \rightarrow 0 : \quad x \rightarrow x_{\text{optim}}, \quad [V^T]_{1,:} \rightarrow \begin{bmatrix} (A)_{up}^{(0)} \\ (A)_{down}^{(N+1)} \end{bmatrix},
\] (2.105)

or in the compact form:

\[
x_{\text{optimum}} = \arg \min_x \frac{1}{\sigma_{\text{max}}(x)}.
\] (2.106)

\(^2\) A square complex matrix \(T\) is unitary if \(TT^H = T^HT = 1\).
2.6 Li-Factorization rules for 1D gratings

The S-matrix algorithm presented in the previous section completely eliminates problems with the numerical stability, theoretically for an infinite Fourier series. But there is a problem with convergence for p-polarized waves, especially for structures with high dielectric contrast (for instance metallic grating). For truncated Fourier series the instability problem is a serious issue. Problem comes from situation when the product of two discontinuous functions at the same point is a continuous function, \( h(y) = f(y) \cdot g(y) \). In other words the problem is that the tangential field components (\( x \) and \( y \)) are continuous at the plane interfaces, but they are not continuous inside the periodical layer, Fig. 2.8. On the other hand, the normal field components are continuous inside the grating layer. L. Li shows how the Fourier image of the components of the permittivity tensor must be rearranged for sufficient convergence of the problem [76, 78, 79, 84].

![Diagram](image.png)

Figure 2.8: Discontinuity of field component \( E_y \) and continuity of \( D_y \) in the periodic layer is shown schematically as well as continuity of \( E_x \) and \( E_z \) fields.

If all functions have the same period \( \Lambda \) then the Fourier image of equation is in the form \( h(y) = f(y) \cdot g(y) \):

\[
\sum_{j=-\infty}^{j=-\infty} h_j \exp \left[ ij \frac{2\pi}{\Lambda} y \right] = \sum_{k=-\infty}^{k=-\infty} f_k \exp \left[ ik \frac{2\pi}{\Lambda} y \right] \cdot \sum_{l=-\infty}^{l=-\infty} g_l \exp \left[ il \frac{2\pi}{\Lambda} y \right].
\] (2.107)

The right hand side of the equation can be simplified using Laurent’s rule: prod-
uct of two function is the discrete convolution of their Fourier images:

$$\forall j \in \mathbb{Z}: h_j = \sum_{k=\infty}^{k=\infty} f_k g_{j-k} = \sum_{\infty}^{\infty} f_{j-k} g_j.$$  \hspace{1cm} (2.108)

The electric field and the electric displacement vectors are related by the permittivity tensor:

$$\begin{bmatrix} D_x \\ D_y \\ D_z \end{bmatrix} = \begin{bmatrix} \epsilon_{xx} & \epsilon_{xy} & \epsilon_{xz} \\ \epsilon_{yx} & \epsilon_{yy} & \epsilon_{yz} \\ \epsilon_{zx} & \epsilon_{zy} & \epsilon_{zz} \end{bmatrix} \begin{bmatrix} E_x \\ E_y \\ E_z \end{bmatrix}.$$  \hspace{1cm} (2.109)

This permittivity tensor is discontinuous and the field and flux components $E_y$, $D_x$, and $D_z$ are discontinuous too. The components $E_x$, $E_z$, and $D_y$ are due to boundary conditions continuous. For correct application of the Laurent rule it is necessary to reorganize equation (2.109) into form $\text{discontinuous} = \text{discontinuous} \times \text{continuous}$:

$$\begin{bmatrix} D_x \\ D_z \\ E_y \end{bmatrix} = B \begin{bmatrix} E_x \\ E_z \\ D_y \end{bmatrix},$$  \hspace{1cm} (2.110)

where:

$$B = \begin{bmatrix} \epsilon_{xx} - \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yx} & \epsilon_{xz} - \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yz} & \epsilon_{xy} \epsilon_{yy}^{-1} \\ \epsilon_{zx} - \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yx} & \epsilon_{zz} - \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yz} & \epsilon_{xy} \epsilon_{yy}^{-1} \\ -\epsilon_{yy}^{-1} \epsilon_{yx} & -\epsilon_{yy}^{-1} \epsilon_{yz} & \epsilon_{yy} \epsilon_{yy}^{-1} \end{bmatrix}.$$  \hspace{1cm} (2.111)

At this point components of the matrix $B$ (2.111) can be expanded into the finite Fourier series (according to required number of the Fourier harmonics). Each Fourier series of each component is transformed into Toeplitz matrix. Field components are also expanded into finite Fourier series:

$$\begin{bmatrix} [D_x] \\ [D_z] \\ [E_y] \end{bmatrix} = \begin{bmatrix} \langle \epsilon_{xx} - \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yx} \rangle \\ \langle \epsilon_{zx} - \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yx} \rangle \\ \langle -\epsilon_{yy}^{-1} \epsilon_{yx} \rangle \end{bmatrix} \begin{bmatrix} \langle \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yz} \rangle \\ \langle \epsilon_{zz} - \epsilon_{xy} \epsilon_{yy}^{-1} \epsilon_{yz} \rangle \\ \langle -\epsilon_{yy}^{-1} \epsilon_{yz} \rangle \end{bmatrix} \begin{bmatrix} \langle \epsilon_{xy} \rangle \\ \langle \epsilon_{yy}^{-1} \epsilon_{yy} \rangle \\ \langle \epsilon_{yy} \epsilon_{yy}^{-1} \rangle \end{bmatrix} \begin{bmatrix} [E_x] \\ [E_z] \\ [D_y] \end{bmatrix},$$  \hspace{1cm} (2.112)

The next step is rearrangement of the system (2.112) into the form used in the approach: $\mathbf{D} = \mathbf{\tilde{c}} \mathbf{E} \ [\text{Eq. (2.109)}]$. The system of equation (2.112) is reassembled into previous form with the following result:

$$\begin{bmatrix} [D_x] \\ [D_y] \\ [D_z] \end{bmatrix} = Q \begin{bmatrix} [E_x] \\ [E_y] \\ [E_z] \end{bmatrix},$$  \hspace{1cm} (2.113)
where:

$$
Q = \begin{bmatrix}
\left[\epsilon_{xx} - \epsilon_{xy}\epsilon_{yy}^{-1}\epsilon_{yz}\right] & -\left[\epsilon_{xy}\epsilon_{yy}^{-1}\right] & \epsilon_{yy}^{-1} & -\left[\epsilon_{xy}\epsilon_{yy}^{-1}\right] \\
-\left[\epsilon_{yy}^{-1}\right] & \epsilon_{yy}^{-1} & \epsilon_{yy}^{-1} & -\left[\epsilon_{yy}^{-1}\right] \\
\left[\epsilon_{xz} - \epsilon_{zy}\epsilon_{yy}^{-1}\epsilon_{yz}\right] & -\left[\epsilon_{zy}\epsilon_{yy}^{-1}\right] & \epsilon_{yy}^{-1} & -\left[\epsilon_{zy}\epsilon_{yy}^{-1}\right] \\
-\left[\epsilon_{yz}^{-1}\right] & \epsilon_{yz}^{-1} & \epsilon_{yz}^{-1} & -\left[\epsilon_{yz}^{-1}\right]
\end{bmatrix}
$$

The matrix $Q$ is now used instead of the Toeplitz permittivity tensor matrix with significantly improved convergence as a result.

### 2.7 Experimental observables

#### 2.7.1 Reflection and transmission coefficients

The elements in S-matrix (2.99) directly represent the transmission and the reflection coefficients. For the Fourier expansion of the field components into $N$ Fourier harmonics, each of the blocks $S_{11}$ - $S_{14}$ has the size $(2N + 1) \times (2N + 1)$. The eigenmodes in the superstrate (0) and substrate ($N$) are chosen to be $s$- and $p$-polarized modes. The components in the block represent reflection or transmission coefficients for each Fourier order (diffracted radiative order, evanescent modes). The global S-matrix is defined as:

$$
\begin{bmatrix}
A_{S_{up}}^{(0)} \\
A_{P_{up}}^{(0)} \\
A_{S_{down}}^{(N+1)} \\
A_{P_{down}}^{(N+1)}
\end{bmatrix} = 
\begin{bmatrix}
S_{11} & S_{12} & S_{13} & S_{14} \\
S_{21} & S_{22} & S_{23} & S_{24} \\
S_{31} & S_{32} & S_{33} & S_{34} \\
S_{41} & S_{42} & S_{43} & S_{44}
\end{bmatrix} 
\begin{bmatrix}
A_{S_{up}}^{(N+1)} \\
A_{P_{up}}^{(N+1)} \\
A_{S_{down}}^{(0)} \\
A_{P_{down}}^{(0)}
\end{bmatrix}
$$

(2.115)

which defines the following forward complex reflection and transmission coefficients:

$$
\begin{align*}
    r_{ss} &= S_{13} & t_{ss} &= S_{33}, \\
    r_{ps} &= S_{14} & t_{ps} &= S_{34}, \\
    r_{sp} &= S_{23} & t_{sp} &= S_{43}, \\
    r_{pp} &= S_{24} & t_{pp} &= S_{44},
\end{align*}
$$

(2.116)

and the backward complex reflection and transmission coefficients:

$$
\begin{align*}
    \tilde{r}_{ss} &= S_{31} & \tilde{t}_{ss} &= S_{11}, \\
    \tilde{r}_{ps} &= S_{32} & \tilde{t}_{ps} &= S_{12}, \\
    \tilde{r}_{sp} &= S_{41} & \tilde{t}_{sp} &= S_{21}, \\
    \tilde{r}_{pp} &= S_{42} & \tilde{t}_{pp} &= S_{22},
\end{align*}
$$

(2.117)
The S matrix relation (2.115) can be also written in the block form as:

\[
\begin{bmatrix}
A^{(0)}_{up} \\
A(N+1)_{down}
\end{bmatrix} =
\begin{bmatrix}
\tilde{T}_{uu} & \tilde{R}_{du} \\
\tilde{R}_{ud} & \tilde{T}_{dd}
\end{bmatrix}
\begin{bmatrix}
A^{(N+1)}_{up} \\
A(0)_{down}
\end{bmatrix}
\] (2.118)

In most cases the specular reflection coefficients corresponding to zero diffraction order are needed. Their absolute position in the S-matrix is:

\[
\begin{align*}
    r_{ss} &= [S]_{N+1,5N+3}, \\
    r_{ps} &= [S]_{N+1,7N+4}, \\
    r_{sp} &= [S]_{3N+2,5N+3}, \\
    r_{pp} &= [S]_{3N+2,7N+4}.
\end{align*}
\] (2.119-2.122)

### 2.7.2 Ellipsometric angles

Ellipsometry is a powerful method for optical characterization. It brings important information about the amplitude and phase change upon reflection of a polarized plane wave from a sample. Due to phase shift detection, ellipsometry is more sensitive to some geometrical properties (like layer thickness) than reflectivity or transmission measurements. The measured quantities are the ellipsometric angles \(\psi\) and \(\Delta\) which are related to the complex ratio of the reflected (or transmitted) TM and TE waves:

\[
\tan \psi \exp [i\Delta] = \frac{r_{pp}}{r_{ss}}.
\] (2.123)

Relation (2.123) is valid only for isotropic non-depolarizing structures. In case of anisotropy the Jones matrix of a structure contains off-diagonal components:

\[
J = \begin{bmatrix}
r_{ss} & r_{ps} \\
r_{sp} & r_{pp}
\end{bmatrix} \propto \begin{bmatrix}
1 & \frac{r_{ps}}{r_{ss}} \\
\frac{r_{sp}}{r_{pp}} & \frac{r_{pp}}{r_{ss}}
\end{bmatrix}.
\] (2.124)

and for the ellipsometry it is necessary to introduce so called generalized ellipsometric angles \(\psi_{sp}, \psi_{ps}, \Delta_{sp}, \Delta_{ps}\) [85–89].

### 2.7.3 Mueller matrix

The interaction of a light beam with depolarizing sample cannot be fully described by the Jones formalism and more general \(4 \times 4\) Mueller matrix formalism has to be used. The Mueller matrix describes transformation of the Stokes vector.
upon reflection (or transmission) from a sample. Most widely used definition of
the Stokes vector is [90]:
\[
\mathbf{S} = \begin{bmatrix} I \\ Q \\ U \\ V \end{bmatrix} = \begin{bmatrix} I_p + I_s \\ I_p - I_s \\ I_{45^\circ} - I_{-45^\circ} \\ I_L - I_R \end{bmatrix}
\] (2.125)

The popularity of the four dimensional real Stokes vector is certainly due to its
immediate relationship with the directly measurable quantities \(I_p, I_s, I_{45^\circ}, I_{-45^\circ}\)
i.e.
the intensities which would be measured through ideal linear polarizers ori-
tented along the \(p, s, p+45^\circ, s\) and \(p-45^\circ\) in the plane perpendicular to the direction
of propagation, while \(I_L\) and \(I_R\) would be the intensities transmitted by left and
right circular polarizers. Within the Stokes formalism, the degree of polarization \(\rho_s\)
related to a given Stokes vector \(\mathbf{S}\) is defined as:
\[
\rho_s = \frac{\sqrt{Q^2 + U^2 + V^2}}{I}
\] (2.126)

Upon interaction with a sample the Stokes vector is transformed by Mueller
the matrix:
\[
\mathbf{S}^{\text{out}} = \begin{bmatrix} I \\ Q \\ U \\ V \end{bmatrix} = \mathbf{MS}^{\text{in}} = \begin{bmatrix} M_{11} & M_{12} & M_{13} & M_{14} \\ M_{21} & M_{22} & M_{23} & M_{24} \\ M_{31} & M_{32} & M_{33} & M_{34} \\ M_{41} & M_{42} & M_{43} & M_{44} \end{bmatrix} \begin{bmatrix} I \\ Q \\ U \\ V \end{bmatrix}
\] (2.127)

The Mueller matrix has generally sixteen independent components, which is much
more than six independent parameters from the Jones matrix (or generalized
ellipsometry). On the other hand in the case of non-depolarizing systems the
Mueller matrix and Jones matrix formalism are equivalent [91] and the Mueller
matrix can be directly calculated from Jones matrix [92, 93]:
\[
\begin{bmatrix} M_{11} & M_{12} & M_{13} & M_{14} \\ M_{21} & M_{22} & M_{23} & M_{24} \\ M_{31} & M_{32} & M_{33} & M_{34} \\ M_{41} & M_{42} & M_{43} & M_{44} \end{bmatrix} = \mathbf{A} (\mathbf{J} \otimes \mathbf{J}^\ast) \mathbf{A}^{-1},
\] (2.128)

where the symbol \(\otimes\) denotes the Kronecker product, matrix \(\mathbf{J} \otimes \mathbf{J}^\ast\) is called the
Coherence matrix, and \(\mathbf{A}\) is defined as:
\[
\mathbf{A} = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & -1 \\ 0 & 1 & 1 & 0 \\ 0 & -i & i & 0 \end{bmatrix}.
\] (2.129)
The full Jones-Mueller matrix of non-depolarizing structure is in the form:

\[
M = \begin{bmatrix}
1 & -N & 0 & 0 \\
-N & 1 & 0 & 0 \\
0 & 0 & C & -S \\
0 & 0 & S & C
\end{bmatrix}. \tag{2.131}
\]

The Mueller matrix (2.131) is normalized with respect to the element \(M_{11}\), which describes the total reflected intensity. The elements \(N, C,\) and \(S\) are related to the classical ellipsometric angles \(\psi\) and \(\Delta\):

\[
N = \cos 2\psi, \quad C = \sin 2\psi \cos \Delta, \quad S = \sin 2\psi \sin \Delta. \tag{2.132}
\]

For a totally polarized wave the projection of the endpoint of the electric field \(E\) is an ellipse characterized by its azimuth \(\theta\) and ellipticity \(\varepsilon\. If for some reason, this azimuth of ellipticity varies (spatially, spectrally and/or temporally), the light become partially polarized. This is shown on Fig. 2.9 schematically [90]. In such a case, the classical ellipsometric measurements [as defined by Eq. (2.123)] looses their physical meaning and Mueller matrix approach is needed to characterize and describe the depolarization phenomena. The depolarization index is calculated from Mueller matrix as follows [94]:

\[
P_q = \sqrt{\frac{\sum_{ij} M^2_{ij} - M^2_{11}}{3M^2_{11}}} = \frac{\text{Tr}(M^T M) - M^2_{11}}{3M^2_{11}}, \tag{2.133}
\]

where \(\text{Tr}\) indicates algebraic trace operator. The quadratic depolarization index \(P_q\) varies from 0, for a perfect depolarizer (only \(M_{11}\) is nonzero) to 1, for non-depolarizing matrices.
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2.8 Conclusion of the chapter

In the first part of this chapter we have introduced the fully anisotropic RCWA approach for the modeling of optical response from 1D periodic layered structures. The second part was focused on definition of the experimental observables. The RCWA method is further discussed in the Appendix A, where we introduce our parallel implementation of the method for spectral simulations.
3 Sample preparation and characterization

In this chapter we describe technological fabrication process of the samples and the optical and magneto-optical characterization methodology, process of samples fabrication and used method for optical and MO characterization. For the MO activity of the plasmonic gratings we choose to work with garnet substrate, namely a substitutes bismuth yttrium iron garnet.

In Sec. 3.1 the fabrication process of this Gd-Pr-Bi-Lu-substituted yttrium iron aluminum garnet garnet (Bi:GIG) on a Ca, Mg and Zr doped gallium-gadolinium garnet (CaMgZr-GGG or sGGG) substrate is described.

Knowledge of the optical functions of the used materials is essential for the design of structure. Mueller matrix spectroscopic ellipsometry was used for optical characterization. In Sec. 3.2 the Mueller matrix ellipsometric setup and measured quantities are introduced. In addition depolarization effects caused by the optical configuration of the apparatus are analyzed and discussed. The main part of this chapter, the optical characterization of optical functions of the sGGG substrate, the Bi:GIG layer, and the gold for the grating fabrication, is presented in Sec. 3.2.3. Optical functions of sGGG and Bi:GIG were fitted from ellipsometric and transmission spectra. Optical functions of the gold were fitted using the Kramers–Kronig consistent B-spline (basis spline) function. The magneto-optical properties of Bi:GIG for in-plane magnetic field were fitted from the Mueller matrix data. The process of MO characterization is presented in Sec. 3.3. At the end, the fabrication of 1D periodic gold grating by electron-beam lithography is described in Sec. 3.4.

3.1 Fabrication of MO Bi:GIG layer by liquid phase epitaxy

Single crystal films of Bi-substituted iron garnets were grown by Liquid Phase Epitaxial (LPE) procedures onto doped sGGG (111) oriented substrates. The exact composition of the sGGG substrate is Gd$_{2.7}$Ca$_{0.3}$Ga$_{4.1}$Mg$_{0.3}$Zr$_{0.6}$O$_{12}$. For magneto-optical devices, both the optical figure of merit and the magnetic properties such as magnetization and anisotropy must be controlled. We prepare rare earth (RE) substituted films by combination of Gd, Pr, Lu on CaMgZr-GGG substrates with large lattice parameter ($a_S = 12.498$ Å) in order to incorporate a large content of Bi and thus induce a large Faraday rotation. Low in-plane anisotropy is necessary to obtain an easy switching of the magnetization. By the electron micro probe analysis (EPMA) the chemical composition of the Bi:GIG was determined as: Gd$_{1.24}$Pr$_{0.48}$Bi$_{1.01}$Lu$_{0.27}$Fe$_{4.38}$Al$_{0.6}$O$_{12}$. The role of each ion is the following: substituted-gadolinium garnet has been selected since large Bi content can
be introduced in such a host [95–97]. Praseodymium ions have high contribution to the Faraday rotation but their main contribution remains the reduction of the anisotropy constant [98]. A similar result can be obtained with Nd\(^{3+}\) ions. The saturation magnetization is reduced to the selected value by the substitution of Fe\(^{3+}\) by non-magnetic ions. The best choice is obtained with Al\(^{3+}\) ions with a smaller content compared to Ga\(^{3+}\) in order to match the lattice parameters of the film and substrate. A perfect surface with a low roughness is obtained with this substituted garnet grown at a low \(\Delta T\), where \(\Delta T = T_s - T_g\) is the supercooling temperature, \(T_s\) is the saturation temperature and \(T_g\) a growth temperature. For good surface quality films, a low \(T_g\) and generally low growth rates are common features of all melts for incorporation of larger Bi content.

### 3.2 Mueller matrix ellipsometry

The Mueller matrix ellipsometer Woollam RC2-Di was used for the optical and magneto-optical characterization of raw materials and fabricated structures. The ellipsometer uses a combination of a halogen bulb and deuterium lamp as a light source and it operate in the spectral region from 0.74 eV to 6.42 eV (193-1700 nm). The PCSCA (Polarizer-Compensator-Sample-Compensator-Analyzer) configuration with dual rotating compensators is used to obtain the full Mueller matrix [99]. Figure 3.1 shows the ellipsometric configuration schematically. In reflection configuration the angle of incidence can be varied in a wide range, from \(19^\circ\) to \(85^\circ\). The transmission can be measured in normal incidence configuration and with rotated sample as well. For optical characterization of small samples, as our grating samples are, focusing optics can be installed. The focal length of the lenses is 27 mm and the diameter of the spot is 150 \(\mu\)m. With the focusing probes the angle of incidence can be varied from \(19^\circ\) to \(70^\circ\) and to \(60^\circ\) with installed in-plane magnet. The \(x-y\) motorized mapping stage was used for precise alimemt of the sample to area of the beam spot and mapping measurements.

![Dual-rotating compensator ellipsometer configuration and orientation of external in-plane magnetization components are shown schematically.](image)

Figure 3.1: Dual-rotating compensator ellipsometer configuration and orientation of external in-plane magnetization components are shown schematically.
3.2.1 Analysis of spectroscopic data

In the inverse analysis (fitting procedure) a difference between experimental and simulated data is minimized by a model optimization. Depending on the data, the expression of the $\chi^2$ function is different. For ellipsometry we have used the Poincaré sphere representation [100]:

$$\chi^2 = \frac{1}{K} \sum_{i=1}^{K} \left[ \arccos \left( \sin 2\psi_i^C \sin 2\psi_i^M \cos \left( \Delta_i^C - \Delta_i^M \right) + \cos 2\psi_i^C \cos 2\psi_i^M \right) \right]^2,$$  

(3.1)

where $K$ is the number of spectral points, and the superscripts $C$ and $M$ represent the calculated and measured quantities. For normalized Mueller matrix data the $\chi^2$ is defined as follows:

$$\chi^2 = \frac{1}{15K} \sum_{k=1}^{K} \sum_{(i,j) \neq (1,1)} \left| M_{ijk}^C - M_{ijk}^M \right|^2,$$  

(3.2)

where $15K$ denotes fifteen components on the Mueller matrix. A local minimum of the different $\chi^2$ functions is searched for using a combination of Levenberg-Marquardt least square algorithm [101] and SIMPLEX [102].

3.2.2 Depolarization effects due to focused beam and finite spectral resolution

Depolarization originates from incoherent superposition of different polarization states transmitting or reflecting from the sample. The depolarization effects could come from the apparatus itself or/and from a measured structure. We can summarize the physical phenomena that generate partially polarized light as follows [103]:

(a) incident angle variation originating from focusing of the probe light,
(b) wavelength variation caused by the finite bandwidth of the monochromator,
(c) surface light scattering caused by a large surface roughness of a sample,
(d) thickness inhomogeneity of layers in the structure,
(e) backside reflection in a thick substrate.

In analysis of our experimental data we had to deal with depolarization originating from focusing of the incident light (a) and the finite spectral bandwidth (b). To analyze and separate the origin of the depolarization we performed experiments and data analysis measured on a reference sample of a 1000 nm thick thermal SiO$_2$ layer on a silicon substrate. To fit experimental data a model of the sample containing surface roughness (air/SiO$_2$), a SiO$_2$ layer, and an intermixing
layer (SiO$_2$/Si) on a silicon substrate was used. Optical functions of these materials were taken as constants [104]. Surface roughness and intermixing layer used in models have been simulated using the Bruggeman effective medium approximation (BEMA) with the fixed volume fraction $f = 0.5$ [105].

**Depolarization from finite bandwidth:**

The light diffracted by a grating monochromator has a finite bandwidth and thus different wavelengths are measured simultaneously by the single light detector element. If the bandwidth of the monochromator is too broad, depolarization occurs due to the wavelength dependence of the optical properties of the sample. The normalized Gaussian distribution of the wavelengths around a chosen spectral point $\lambda_0$ with standard deviation $\sigma_w$ is assumed [106]. Modeling of the finite spectral resolution requires discretization of the spectral range around $\lambda_0$ and calculation of the optical response at all specific wavelengths weighted by corresponding distribution function. For the tabulated optical functions of the used materials we have used a linear spline to obtain proper values at any wavelength. By numerical test we found, that the use of only three spectral points is sufficient to describe depolarization effect from the finite bandwidth. The use of only three spectral points, namely $\lambda_0 - \sigma_w$, $\lambda_0$, and $\lambda_0 + \sigma_w$ significantly reduces calculation time.

To determine the bandwidth of our apparatus we perform Mueller matrix measurement of the calibration sample of 1000 nm thick thermal SiO$_2$ at the incident angle of $60^\circ$ and using collimated beam. In the model we fit the thickness of the surface roughness $t_{surf}$, the thicknesses of the SiO$_2$ layer $t_{SiO_2}$, the thickness of the intermixing layer $t_{intermix}$ together with the angle of incidence $\varphi_0$ and spectral bandwidth parameter $\sigma_w$. Table 3.1 summarizes the best-fit parameters. The obtained thicknesses are in good agreement with the values provided by the manufacturer. Figure 3.2 shows on the left subplot the comparison between measured and fitted depolarization. The right subplot shows very good agreement between measured and modeled ellipsometric quantities $\psi$ and $\Delta$ [defined from Mueller matrix (2.131) and relations (2.132)].

<table>
<thead>
<tr>
<th>Table 3.1: Fitted parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{surf}$ = 6.2 nm</td>
</tr>
<tr>
<td>$t_{SiO_2}$ = 1004.9 nm</td>
</tr>
<tr>
<td>$t_{intermix}$ = 1.1 nm</td>
</tr>
</tbody>
</table>
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Depolarization from focused beam:

In the next step the depolarization effect caused by a focused incident beam is analyzed. If a beam of the apparatus is focused, then the measured Mueller matrix is a superposition of all angles of incidence around the central angle $\phi_0$ weighted by the spatial intensity distribution of the beam. In order to be able to simulate the effect we assume discretization of partial angles of incidence and weight by the normalized Gaussian distribution with standard deviation $\varphi_s$, which is expected to be distribution of the light intensity. According to our numerical experiments a assumption of 11 partial beams within the interval $\varphi_0 - \varphi_s$ to $\varphi_0 + \varphi_s$ is sufficient to describe depolarization effect from the focused beam. The weight coefficients $w_i$ related to each partial perturbation of the incident angle $\varphi_i \in (-\varphi_s, \varphi_s)$ are defined as:

$$w_i (\varphi_i) = \exp\left(-\frac{\varphi_i^2}{2\varphi_s^2}\right).$$

(3.3)

To determine the depolarization effect caused by a divergent incident beam, the same calibration sample of 1000 nm thick SiO$_2$ layer was measured with the focusing optics with focal length of 27 mm and a spot size of 150$\mu$m. With the focusing optics the central angle $\varphi_0$ is not exactly defined and it had to be fitted as well. Measured Mueller matrix data were fitted to the model containing previously determined finite bandwidth. Table 3.2 summarizes the fitted parameters. The obtained values corresponds to values obtained with collimated beam (Tab. 3.1). The results of fitting procedure are shown on Fig. 3.3. The left subplot shows
very good agreement between measured and calculated depolarization. Comparing to the depolarization plot on Fig. 3.2, the assumption of depolarization from angular spread can describe depolarization for lower photon energies.

Table 3.2: Fitted parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{surf}$</td>
<td>6.7 nm</td>
</tr>
<tr>
<td>$\phi_0$</td>
<td>60.207°</td>
</tr>
<tr>
<td>$t_{SiO_2}$</td>
<td>1004.2 nm</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>2.577°</td>
</tr>
<tr>
<td>$t_{intermix}$</td>
<td>1.5 nm</td>
</tr>
</tbody>
</table>

Figure 3.3: Fit of SiO$_2$ layer on Si substrate with simulation of the effect of finite spectral bandwidth together with focused incident beam. Left subplot shows comparison between measured and calculated depolarization after fit. Right subplot shows fit of ellipsometric quantities $\psi$ and $\Delta$.

3.2.3 Optical functions of GGG substrate and Bi:GIG layer

In this section we show the procedure to obtain the optical functions (diagonal permittivity tensor components) of the sGGG substrate and Bi:GIG layer using a combination of the Mueller matrix ellipsometry and transmission spectroscopy.

The critical step involved in fitting spectroscopic ellipsometric data to a given structural model is the proper parametrization of the dispersion of the unknown optical functions. We have used a Kramers-Kröning (KK) consistent Tauc-Lorentz (TL) model and its extension with an Urbach tail (TLU). The imaginary part of
the complex dielectric function \( \varepsilon = \varepsilon_1 - i\varepsilon_2 \) is defined:

\[
\varepsilon_2(E) = \begin{cases} 
\frac{1}{E} \frac{AE_0 C (E - E_g)^2}{(E^2 - E_0^2)^2 + C^2 E^2} & E \geq E_c \\
\frac{A_u}{E} \exp \left( \frac{E}{E_u} \right) & 0 \leq E \leq E_c 
\end{cases},
\]

(3.4)

where the first term \( (E \geq E_c) \) is identical with Tauc-Lorentz function [107] and the second term \( (0 \leq E \leq E_c) \) represents the exponential Urbach tail. Parameters \( E_g, A, E_0, \) and \( C \) denote the band gap energy, the amplitude, the Lorentz resonant frequency, and the broadening parameter, respectively. Parameters \( A_u \) and \( E_u \) are chosen with respect to continuity of first derivatives. The real part \( \varepsilon_1 \) of the dielectric function is obtained using analytical integration of KK relations. For more details of derivation of the TLU model see Ref. [108]. To fit the spectroscopic data of sGGG and Bi:GIG the combination of the TL and TLU model were used to describe shape of absorptions near the band gap. The advantage of the TLU model is, that it is parametrized by five parameters instead of seven as the (common) Cody-Lorentz model [109].

In our work, the Bruggeman effective medium approximation (BEMA) of the mixture of hosting material (\( \varepsilon \)) with void was used to simulate surface roughness as a thin layer with effective permittivity \( \varepsilon_{\text{eff}} \) defined [105, 110]:

\[
0 = (1 - f) \frac{\varepsilon - \varepsilon_{\text{eff}}}{\varepsilon + 2\varepsilon_{\text{eff}}} + f \frac{1 - \varepsilon_{\text{eff}}}{1 + 2\varepsilon_{\text{eff}}},
\]

(3.5)

where \( f \) is the volume fraction.

**Ellipsometric and transmission spectra on sGGG substrate**

Figure 3.4 shows experimental data obtained on a 0.5 mm thick sGGG planar substrate. For these measurements a collimated beam instead of a focussed beam has been used. This is more suitable for the detection of fine spectral features in the absorption of the bulk substrate. Both sides of the substrate have been polished, therefore incoherent reflections from the back-side of the substrate have been included in the model. Ellipsometric data were measured at the incidence angle of \( \varphi_0 = 45^\circ \), while the transmission was measured at normal incidence. Surface roughness from both sides of the substrate was represented by a thin film with thickness to be fitted and a permittivity given by the BEMA [Eq. (3.5)] with a fixed volume fraction \( f = 0.5 \) (mixture of both media in ratio 50 %–50 %). The optical functions of the sGGG were parametrized using two Tauc-Lorentz absorptions [111] with the same band-gap energy \( E_g \) extended by Urbach absorption
ψ [degree] sGGG substrate – ellipsometry

Figure 3.4: Measured spectra (dots) of ellipsometric angles ψ (top left), Δ (bottom left) and transmittance (right subplot) are compared with the model (lines).

Tail [Eq. (3.4)] and one damped harmonic oscillator (DHO) as follows:

\[ \varepsilon_{sGGG} = \varepsilon_{TL} + \varepsilon_{TLU} + \varepsilon_{DHO}, \]

where \( \varepsilon_{TL} \) and \( \varepsilon_{TLU} \) are contributions from TL and TLU functions with common band gap energy and \( \varepsilon_{DHO} \) is the damped harmonic oscillator defined:

\[ \varepsilon_{DHO}(E) = \frac{AE_0^2}{E_0^2 - E^2 + iCE}, \]

where \( A \) is the amplitude, \( E_0 \) is the central energy, and \( C \) is the damping parameter.

The best fit parameters are summarized in Table 3.3 and the modeled ellipsometric and transmission spectra are presented by solid lines in Fig. 3.4. Figure 3.5 shows resulting dielectric function of the sGGG substrate. Note that even the very small contribution of the DHO at 4.49eV is visible in ellipsometric and transmission spectra due to long propagation length in transparent material. Precise knowledge of the substrate optical functions is crucial for precise characterization of the MO Bi:GIG layer and the further data fit from the magnetoplasmonic grating structure.

| Table 3.3: Parameters of model of sGGG substrate |
|----------------|----------------|----------------|----------------|----------------|
| \( \varepsilon_{\infty} \) | \( E_g \) [eV] | \( A \) | \( E_0 \) [eV] | \( C \) [eV] | \( E_c \) [eV] |
| TLU: | 1.90 | 5.35 | 105.48 | 7.93 | 0.54 | 5.89 |
| TL: | 0 | 5.35 | 173.39 | 5.67 | 1.08 |
| DHO: | | | 2.52 \( \cdot 10^{-6} \) | 4.49 | 0.0392 |
| surf. roughness - BEMA: | \( t = 2.89 \) nm | \( f = 0.5 \) |
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Figure 3.5: Optical function of sGGG substrate. The real part $\Re \{\varepsilon_{11}\}$ and the imaginary part $\Im \{\varepsilon_{11}\}$ of the function is plotted using solid and dashed lines, respectively.

**Ellipsometric spectra on Bi:GIG layer**

Figure 3.6 shows the ellipsometric spectra ($\varphi_0 = 45^\circ$) measured on an approximately $4 \mu m$ thick Bi:GIG layer, grown by LPE on a sGGG substrate as explained in Sec. 3.1. The observed strong interference oscillations indicate the presence of an absorption gap close to 2.5 eV. Because of these it is difficult to obtain a good fit to an analytical material model over the whole measured spectrum. The optical functions of Bi:GIG were therefore determined in a two-step procedure. In the first step, only the data in the range below 2.5 eV were fitted to a model describing the dispersion of Bi:GIG using Tauc-Lorentz-Urbach parametrization. Again surface roughness at the top of the epitaxial Bi:GIG layer and a possible intermixing layer at the Bi:GIG/sGGG interface were included and described using BEMA with a volume fraction $f = 0.5$ (mixture of both media in ratio 50%–50%) (3.5). Using a focused beam, the sGGG substrate could be considered as a semi-infinite substrate with a permittivity as determined in the previous section. The thickness of the Bi:GIG layer was fitted. The focusing probes introduce a certain angular spread on the incidence angle. In the transparent region this can have a profound impact on the spectral position and the finesse of the interference fringes. This spread $\varphi_s$ was therefore also considered as a fitting parameter. Table 3.4 shows the best fit parameters for this TLU model of the Bi:GIG film (below 2.5eV). In the second step, the permittivity of Bi:GIG in the absorbing spectral range was calculated by a point-by-point fitting procedure using the surface roughness and the thickness obtained in the first step. Figure 3.7 shows total dielectric function of Bi:GIG layer in the whole spectral range.
CHAPTER 3. SAMPLE PREPARATION AND CHARACTERIZATION

Figure 3.6: Measured ellipsometric angles of Bi:GIG layer on sGGG substrate (dots) are compared with model (lines). Upper and lower subplot corresponds to \( \psi \) and \( \Delta \) respectively.

Table 3.4: Parameters of model of Bi:GIG layer on sGGG substrate, 0.74 - 2.5 eV.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \varepsilon_\infty )</th>
<th>( E_0 ) [eV]</th>
<th>( A )</th>
<th>( E_0 ) [eV]</th>
<th>( C )</th>
<th>( E_c ) [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLU:</td>
<td>3.39</td>
<td>0.21</td>
<td>8.62</td>
<td>3.64</td>
<td>0.48</td>
<td>3.39</td>
</tr>
<tr>
<td>surf. roughness - BEMA:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bi:GIG thickness:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sGGG/Bi:GIG intermix - BEMA:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>angular spread:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2.4 Optical functions of gold

A Sample of reference gold from IEMN has been characterized by the Mueller matrix ellipsometry. A Kramers–Kronig consistent B-spline (basis-function spline) formulation, based on the standard B-spline recursion relation was used to describe optical function of gold [112]. Ellipsometric spectra obtained for 45\(^\circ\) and 50\(^\circ\) of incidence were fitted together using Woollam software CompleteEASE. Figure 3.8 shows comparison between measured and calculated ellipsometric angles \( \psi \) (left subplot) and \( \Delta \) (right subplot). Fits of optical functions are shown on Fig. 3.9 and compared with the tabulated optica; functions presented in the Palik handbook [113].
3.2. MÜLLER MATRIX ELLIPSOMETRY

Figure 3.7: Optical functions of Bi:GIG layer. The real part $\Re \{\epsilon_{11}\}$ and the imaginary part $\Im \{\epsilon_{11}\}$ of the function is plotted using solid and dashed lines, respectively.

Figure 3.8: Comparison between calculated and measured ellipsometric angles $\psi$ (left) and $\Delta$ (right) at angles of incidence of $45^\circ$ and $50^\circ$.

3.2.5 Extension of Mueller matrix ellipsometer for magneto-optical measurements

For magneto-optical measurements a servo motor controlled in-plane magnet has been developed. Figure 3.10 shows the magnet and the focusing probes attached to the ellipsometer. The magnet is driven by the servo motor controlled from PC through Thorlabs T-Cube DC Servo Motor Controller. This allows us to control orientation of the magnetic field with high precision and accuracy. For the space width between poles of 20 nm we measured using Hall probe the magnetic
Figure 3.9: Fitted optical functions of reference gold are compared with constants from Palik’s Handbook of Optical Constants of Solids.

Field $H \approx 300$ Oe.

Figure 3.10: Left: Photography of developed in-plane permanent magnetic circuit installed in ellipsometric setup. Right: Numerical simulation of magnetization distribution.
3.3 Magnetooptical properties of Bi:GIG in transverse and longitudinal MO configuration

In this section we show a procedure to determine the magnetooptical properties of Bi:GIG layer by the Mueller matrix ellipsometer with focusing probes. To be able to characterize MO properties of the Bi:GIG film, the instrument was extended in-plane permanent magnet circuit. The permanent magnet delivered a sufficiently uniform 300 Oe in a volume enclosing the sample holder, 20 mm spacing between magnet poles. This is largely sufficient for in-plane magnetic saturation of the Bi:GIG [114–117], as testified by the $M - H$ hysteresis loop of Faraday effect measured in transmission through the sample with in-plane external magnetic field and the angle of incidence of 45° shown in Fig. 3.11. This underlines also the planar magnetic anisotropy and the softness of the elaborated garnet material ($H_c = 0.5$ Oe). Figure shows, that magnetic field of 300 Oe used in our MO analysis is high-enough for in-plane magnetic saturation.

![Hysteresis loop, in–plane field](image)

Figure 3.11: Hysteresis loop of Faraday effect measured in transmission through the sample for in-plane external magnetic field and the angle of incidence of 45°.

Because the thickness of the Bi:GIG layer is not perfectly uniform and because the MO characterization was performed with focusing probes in different area of the sample, the thickness of the Bi:GIG layer was re-fitted from optical measurement performed as the first step. The new obtained thickness of Bi:GIG layer measured with focusing optics was 3973.6 nm. This is close to the previously fitted thickness 3988.4 nm measured with collimated beam. This step was necessary to perform, otherwise even a small difference between interference peaks in calculation and measurement would introduce oscillations into fitted off-diagonal
optical functions. In the model we have used the optical functions of Bi:GIG and sGGG determined in Sec. 3.2.3. In the second step the in-plane magnet was installed and the magnetization was applied both in the transverse ($M_{T}^{\text{sat}}$) and the longitudinal ($M_{L}^{\text{sat}}$) MO configuration (see coordinate system on Fig. 3.1). After each spectrum measurement the orientation of the magnetization was reversed. Each specific MO configuration (transverse or longitudinal, either “up” or “down”) was averaged over five measurements in order to reduce random noise and increase measurement sensitivity. Subtraction of the averaged data for opposite magnetization then leads to the differential Mueller matrices:

$$M_{x}^{\text{diff}} = M_{x}^{(+ \text{sat})} - M_{x}^{(- \text{sat})}, \quad x = T, L.$$  \hspace{1cm} (3.8)

In the next step, the gyrotropy of Bi:GIG was calculated by a point-by-point fitting procedure from the transverse and longitudinal spectra of the difference Mueller matrices. Because the crystalline structure of Bi:GIG is cubic, the MO parameters fitted from TMOKE ($M_{T}^{\text{diff}}$) and LMOKE ($M_{L}^{\text{diff}}$) difference Mueller matrix spectra are equivalent [118, 119]. In order to increase the quality of the fit the TMOKE and LMOKE data were used in the fitting procedure together.

Figure 3.12 shows comparison of the measured and calculated TMOKE difference data. The TMOKE affects only $p$-reflectivity and does not lead to a polarization conversion. Therefore the difference Mueller matrices must be block-diagonal $M_{T}^{\text{diff}}$, since these elements contain only the signature of the diagonal Fresnel coefficients, $r_{ss}$ and $r_{pp}$ (Fig. 3.12). On the other hand, the LMOKE response is detected only in off-diagonal blocks, namely the components $M_{13}, M_{14}, M_{23}, M_{24}, M_{31}, M_{32}, M_{41}$, and $M_{42}$. This corresponds to conversion between $s$- and $p$-polarized light. The block-diagonal elements are zero up to first order due to the subtraction of the isotropic part of the LMOKE reflection (Fig. 3.13).

Figure 3.14 shows the obtained off-diagonal permittivity tensor component. The microscopic origin of the off-diagonal permittivity functions is well discussed in the paper of Wittekoek et. al. [117]. In our data shown on Fig. 3.14, the main MO activity is connected with peaks at 2.7 eV and 3.2 eV. The peak at 2.7 eV corresponds to the second type of transition (so called paramagnetic). The paramagnetic peak is over-beaten by the first type of transition (diamagnetic) at 3.2 eV [Chap. 2. in Sec. 2.6.5. in Ref [10]]. The obtained spectral function of MO activity by the Mueller matrix ellipsometry is in very good agreement with results obtained for fully bismuth substituted ($x = 1$) BIG presented by Wittekoek [117] and with data presented in other papers [24, 116, 120]. It should also be noted that the observed spectral behavior of the gyrotropy is in agreement with the dielectric loss spectrum observed on the imaginary part of Fig. 3.7. Indeed, hermiticity of the $\epsilon_{-}$-tensor requires the real part of the off-diagonal permittivity elements to be zero as long as the material is transparent. In accordance with the band gap observed in Fig. 3.14 at around 2.5eV, the real part of off-diagonal permittivity is...
seen to be negligible below this photon energy.

Figure 3.12: Measured differences of the Mueller matrix components obtained from MO measurements in transverse MO configuration (blue dots) are compared with the model (red lines).
Figure 3.13: Measured differences of the Mueller matrix components obtained from MO measurements in longitudinal MO configuration (blue dots) are compared with the model (red lines). Reduced number of spectral points is shown in order to distinct the measured data from model.
Figure 3.14: Fitted spectral dependence of off-diagonal tensor component from ellipsometric measurement of Bi:GIG in transverse and longitudinal MO configuration.
3.4 Fabrication of the gratings structures

This section describes the fabrication process of samples. The samples were designed according to numerical simulations presented further in Chap. 4, where we analyze optical and magneto-optical response of the structures with various geometry. The result of simulations is need of, ideally identical, gratings which differ only in one geometrical parameter: width of the air gap or thickness of the gold grating. Moreover, the variable parameter should be varied in the monotonous way for all the samples of the fabricated set. To obtain such a set we decide to vary the width of the grating air gap and keep the thickness fixed. The main advantage of this process is, that all the samples are made in one exposition and the gold is evaporated to the whole area of the sample one time. Therefore the gold thickness should be homogeneous around the sample.

The gold grating structure was fabricated by Au evaporation on a mask written by e-beam lithography in the positive poly-methyl metacrylate (PMMA) resist. The spin-coated PMMA resist has been baked for 10 min at 180°C. Instead of conducting resist a 5 nm thick layer of germanium was used. $300 \times 300 \mu m$ rectangular patches of 1D gratings were written by electron beam lithography with a varying exposure dose $890–1040 \mu C/cm^2$ in order to obtain different grating duty cycles. The period of the grating was kept fixed at $\Lambda = 500$ nm. After e-beam writing, the germanium layer was removed by a 1:1 solution of $H_2O_2/H_2O$ for 1 min. In the next step the sample was developed in MIBK/IPA (methyl isobutyl ketone/isopropyl alcohol) in ratio 1:2, for 1 minute. Finally, the Au layer with a thickness of approximately 100nm has been evaporated on the developed resist and the grating structure was obtained by lift-off in an ultrasonic bath of SVC14 remover for 1 hour. The thickness of the gold was chosen according to numerical simulations in Chap. 4 and with respect to required dimensions of the samples (by the experimental setup) and fabrication technology (structural stability of the developed photoresist).

Figure 3.16 shows layout of fabricated set of gratings. Scanning electron microscopy (SEM) was used for approximate estimation of the opening of gratings. The air-gaps $r$ estimated by SEM are compared with values obtained by fitting of Mueller matrix data in Chapter 5.
3.4. FABRICATION OF THE GRATINGS STRUCTURES

3.4.1 SEM images of fabricated samples

Figure 3.17 images of fabricated structures obtained with the scanning electron microscope. The sample was fabricated by the same process as was described before. The purpose of the Figure 3.17 is to present quality of the grating fabricated with introduced technology. One can see that quality of edges of the grating is not perfect, therefore it should be taken in account in the modeling. Moreover, the SEM estimation of width of gaps in grating varies and it has to be estimated by numerical modeling.
Figure 3.16: Layout of fabricated samples with opening determined from SEM.

Figure 3.17: Scanning electron microscopy of fabricated samples.
3.5 Conclusion of the chapter

The main result of this chapter is characterization of optical and magneto-optical functions materials used for design and fabrication of the magnetoplasmonic gratings. The characterization was done by the Mueller matrix ellipsometer. For the magneto-optical characterization the in-plane magnet was developed and installed to the experimental setup. We have describe process of the magneto-optical garnet and grating samples fabrication. Depolarization effects caused by the finite spectral resolution and focused incident beam were analyzed and results will be used in further characterization of fabricated samples.
4 Numerical simulation and fundamentals of non-reciprocal magnetoplasmonic structures

In this chapter we are focused to the following structures and configurations:

We apply transverse magneto-optic effect. The advantage of this configuration (discussed in Sec. 2.3.3) is that the nonreciprocal effect appears only in $p$-polarization. Therefore no mode and polarization conversion is present, which is important for further device functionality.

For the enhancement of the magneto-optical effect by the concentration of the local field we attempt to use surface plasmons. Generation of plasmons in the structure requires requires interface between dielectric material and noble metal. In our models we use magnetic garnet (with negligible absorptions in infrared) and gold as a noble metal. In models we use optical function of the materials determined in Chapter 3.

Generation of surface plasmon requires high propagation constant, which is obtained as higher diffraction mode in periodic grating. We used 1D periodic system (perpendicular to the plane of incidence), which is efficient and optimal to maximize interaction with magneto-optical material.

We propose concept of the waveguiding structure which combines guided modes in a silicon waveguide with magnetoplasmon excitation. The concept is presented in the following steps:

(i) First we study how the guided mode in the silicon waveguide could couple with the SPP mode via the evanescent field. Here we try to describe different modes in the structure.

(ii) In the second step we investigate impact of the coupling to effective index of the guided mode and to the shift of the effective index by MO effect.
4.1 Simulated structure - 1D grating

Figure 4.1: Coordinate system and schematic representation of the studied structure: gold grating with a period $\Lambda$ and a thickness $h_1$ on a magneto-optic garnet substrate in transversal configuration with incident plane wave in $y-z$ plane at the incident angle $\varphi_0$ and with $s$- or $p$-polarization.

Figure 4.1 shows the typical structure of a magnetoplasmonic TMOKE grating. The one-dimensional (1D) periodic gold grating is deposited on a transversely magnetized magneto-optic dielectric substrate and illuminated by a $p$-polarized beam. The transverse character refers to the orientation of the magnetization with respect to the plane of incidence [i.e. magnetized along the $x$-axis, Eq. (2.28)]:

$$
\hat{\epsilon}_3 = \begin{bmatrix}
\epsilon_{xx} & 0 & 0 \\
0 & \epsilon_{yy} & \epsilon_{yz} \\
0 & -\epsilon_{yz} & \epsilon_{xx}
\end{bmatrix}.
$$

(4.1)

As the magnetization is assumed to be parallel to the slits, the incidence plane is perpendicular to the latter and only $p$-polarized light can generate SPP’s. In this case of the incidence plane perpendicular to the grating slits, we speak about the planar diffraction geometry. If the grating slits are not perpendicular to the plane of incidence the diffraction on the grating is conical and the parallel component of the wavevector $k_y$ is then defined by the incident wavevector and angle of the grating rotation. As the result the conical diffraction also provides conversion between $s$- and $p$- polarizations which affect possible excitation of SPPs modes. The geometry of the grating is described by the period $\Lambda$, the air-slit width $r$, and the thickness $h_1$. 
In order to make a simple model only Bi:GIG was taken as a semi-infinite substrate. This eliminates possible interferences in the Bi:GIG layer on the sGGG substrate: the refractive index of Bi:GIG MO layer is higher than the refractive index of the sGGG substrate (see optical function of the sGGG and Bi:GIG at Figures 3.5 and 3.7 in Chapter 3). The effect of a finite thickness of the Bi:GIG layer on the sGGG substrate is discussed further in Sec. 4.1.2.

Note also that from Eq. (4.1) it is clear that the $s$- and $p$- polarizations will not couple as long as $k_{\text{inc}} \perp M$ and the response of the structure can therefore be modeled for both polarizations separately. In case where $k_{\text{inc}} \not\perp M$ or at conical diffraction the MO response of the structure is given by the combination of the transversal and longitudinal MO effect. In such a case conversion between $s$- and $p$- polarizations appears and more advanced analysis of data is needed.

4.1.1 Operation principle

The transverse MO Kerr effect is usually defined as the relative change of reflected intensity of $p$-polarized light while the magnetization varies its amplitude and orientation [from one saturated state ($+M_{\text{sat}}^{T}$) to opposite one ($-M_{\text{sat}}^{T}$)]:

$$\delta R_p = \frac{R_p(+M_{\text{sat}}^{T}) - R_p(-M_{\text{sat}}^{T})}{R_p(M_{\text{sat}}^{T} = 0)},$$

(4.2)

In our simulations we investigate the behavior of the structure under saturated magnetic state ($M_{\text{sat}}^{T}$). This assumption is perfectly fulfilled, for the considered Bi:GIG layers, for an external in-plane magnetic field of 300 Oe (see hysteresis loop in Fig. 3.11) In our case the nonreciprocal optical response manifests itself as a spectral shift of the reflectivity resonances and anomalies. Therefore we do not normalize the difference of reflected intensity in order to avoid artificial enhancement of the TMOKE effect that can appear when $R_p(M_{\text{sat}}^{T} = 0) \rightarrow 0$.

The TMOKE is then defined as the difference of reflectivity upon magnetization reversal:

$$\Delta R_p = R_p( +M_{\text{sat}}^{T}) - R_p( -M_{\text{sat}}^{T}).$$

(4.3)

In other words, the presence of the transverse magnetization in the structure breaks Lorentz reciprocity for the $p$-polarized waves (but it does not break the symmetry for the $s$-polarization). The reciprocity of the system depends (among others) on the symmetry of the reflection matrices upon reversal of the tangential component of the incidence wavevector:

$$R_{ud}^{T}(-k_{\text{inc},y}) = R_{ud}(k_{\text{inc},y}),$$

(4.4)

where the matrix of reflection coefficients $R_{ud}$ represents reflection in the superstrate (see Eq. 2.118 for its definition). The change of sign of the wavevector is
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equivalent to mirroring the structure of Fig. 4.1 in a plane perpendicular to the $y$-axis. Even though this is a geometrical symmetry of the system, it is not a symmetry of its permittivity profile as:

$$\hat{\epsilon}_3 \neq \hat{\sigma}_y^{-1} \hat{\epsilon}_3 \hat{\sigma}_y$$  \hspace{1cm} (4.5)

where:

$$\hat{\sigma}_y = \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (4.6)

A strong TMOKE signature is thus expected for those $p$-polarized grating’s resonances that have a pronounced nonreciprocal forward-backward shifting. This is the basic idea behind the plasmonic enhancement of the TMOKE as proposed by Belotelov [55]. As the noble metal/magnetic garnet supports strongly confined $p$-polarized surface waves, these are expected to have a strongly non-reciprocal modal spectrum and therefore a pronounced and enhanced TMOKE response.

![Graph](image)

Figure 4.2: Specular reflectivity (middle red line), specular transmission (bottom green line) and associated TMOKE spectrum (top red line) of $p$-polarized light incident on the grating structure in Fig. 4.1 with $\Lambda = 500$ nm, $h_1 = 150$ nm and $r = 20$ nm.
In order to establish the main ideas Fig. 4.2 shows the specular reflectivity of the structure (middle red line) and the corresponding TMOKE spectrum (upper, blue curve) for p-polarized light impinging at $\varphi_0 = 10^\circ$ on a typical EOT grating configuration ($\Lambda = 500$ nm, $h_1 = 150$ nm, $r = 20$ nm). From the bottom green line one can observe extra-ordinary optical transmission (EOT) resonances as pronounced dips in the specular reflection peaks in the specular transmission. It should also be noted that these reflection dips are not related to Wood-Rayleigh (WR) anomalies. The positions of these are given by the crossings of the $\varphi_0$-line with the light cones of the sub- and superstrate shifted by multiples of the grating wavenumber, $\frac{2\pi}{\Lambda}$:

$$E_{ph} = \frac{hc}{\Lambda \sqrt{\varepsilon_i \pm \sin \varphi_0}} \quad i = 1, 3, \quad m \in \mathbb{Z},$$

where $m$ is the diffraction order, and the plus resp. minus sign for the negative resp. positive diffraction orders. The spectral position of the lowest order anomalies are indicated by arrows in Fig. 4.2 as $WR^{(m)}_{\varepsilon_i}$. The observed dips in the reflection curve originate therefore from the grating’s own resonant modes, or in other words its Bloch modes. Depending on their nature these resonances might experience a more or less important MO response (nonreciprocal spectral shift) upon magnetization reversal, as can be seen from the magnitude of the corresponding TMOKE signature for each EOT resonance (see top subplot in Fig. 4.2).

Collin has shown how for 1D metallic gratings (excited under a fixed incidence angle) its high $Q$-resonances have in general a SPP character while the Fabry-Perot resonances inside the grating slits have a much lower quality factor [121]. The latter, having a negligible interaction with the MO substrate and a low $Q$-factor on top of that, will leave therefore very little trace in the TMOKE spectrum. In Fig. 4.6 we have plotted field distributions in the grating (in particular $|H_x|^2$) that have been calculated at the different indicated resonances in the EOT spectrum of Fig. 4.2. This confirms that the high-$Q$ resonances with strong TMOKE effect $(A)$ and $(B)$ are indeed Au/MO substrate SPPs coupled to $\pm 1$ diffraction orders. The proximity of the first order substrate Rayleigh anomalies also reveals their origin. It is also confirmed that $(C)$ is indeed a low $Q$ FP slit resonance. The weaker resonances $(D)$ and $(E)$ close to 1.7 eV and 2.0 eV are too low in energy to be higher order FP resonances. The first one is suspected to be the minus 2$^{nd}$ order Au/BIG SPP. It has an extremely low quality factor (as confirmed by intensities of an order in magnitude lower) but experiences a strong enough MO shift to still leave a trace in the TMOKE spectrum. The complete absence of TMOKE for the resonance $(F)$ near 2.1eV and the closeness of $WR^{(-1)}_{\varepsilon_i}$ leaves little doubt that this is the minus 1$^{st}$ order Au/air SPP, having hardly any overlap with the magnetic substrate. The field plots corresponding to $(D)$, $(F)$ and $(E)$ confirm these predictions.
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Figure 4.3: Field color map of the magnitude squared of the magnetic field component $H_x$ at 0.973 eV (A), at 1.097 eV (B), at 1.403 eV (C), at 1.683 eV (D), at 2.053 eV (E), and at 2.077 eV (F). Field distribution is plotted for grating with the period $\Lambda = 500$ nm, the thickness $h_1 = 150$ nm, the air-slit width $r = 20$ nm and the incidence of $p$-polarization at $\varphi_0 = 10^\circ$.

Dispersion diagrams of the optical and magneto-optical response are very useful for a better understanding of the global behavior of the structure. Figure 4.4 shows the specular $p$-reflectivity (left subplot) and MO effect (right subplot) as a function of photon energy and parallel component of the wavevector $k_y$. On the other hand, in such dispersion dispersion diagrams the strength of the effects isn’t easily distinguished due to the reduced discretization and the limited contrasts of the used colormap. For that reason the Figure 4.2 showing the reflectivity and the MO effect at a fixed angle of incidence of $10^\circ$ is more useful. The angle of incidence was chosen in order to illustrate the different types of resonant modes without them interacting spectrally.
CHAPTER 4. NUMERICAL SIMULATIONS AND FUNDAMENTALS

4.1.2 Effect of finite thickness of the Bi:GIG layer

In the model of the structure (Fig. 4.1), in the calculated optical and magneto-optical response (Fig. 4.2) and in the field plots shown in Fig. 4.6 a semi-infinite Bi:GIG was taken as a substrate. Figure 4.5 shows the optical and MO response of the same structure as before but with a 3988.4 nm thick layer of Bi:GIG on semi-infinite sGGG substrate. The thickness of the Bi:GIG layer was taken from the optical characterization in Chapter 3, Table 3.4. Figure 4.5 shows that the main SPP peaks [(A’), (B’)] are still present at the same photon energy. On the other hand the cavity mode peak (C’) is strongly modulated. The field plots in Fig. ?? show the distribution of the magnetic field intensity $|H_x|^2$ related to the peaks (A’), (B’), and (C’) in the whole structure (top row) and a detailed zoom of it near the grating (bottom row). The position of the grating and the Bi:GIG/sGGG interface is marked by a dashed white line. All subplots show similar field distributions as those obtained for a semi-infinite Bi:GIG substrate. This confirms that the results obtained with a simplified model can be transferred to the structure with a finite thickness of the Bi:GIG on the sGGG.

Figure 4.7 shows that more interesting field distributions appears at new peaks close to main peaks [(A’), (B’), and (C’)]. Subplots (A’$_1$, A’$_2$) were calculated at the position of two tiny peaks for photon energy 1.016 eV and 1.026 eV [close to original peak (A’)]. In the same way subplots (B’$_1$, B’$_2$) were calculated for photon energy 1.078 eV and 1.130 eV. Subplots (C’$_1$, C’$_2$) were calculated in positions of strongest peaks between (B’) and (C’) for photon energy 1.255 eV, and 1.282 eV. Subplots show coupling between different grating modes with different orders of interference resonant modes in the Bi:GIG layer. From this small observation we can...
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Figure 4.5: Specular reflectivity (middle red line), specular transmission (bottom green line) and associated TMOKE spectrum (top red line) of p-polarized light incident on the grating structure in Fig. 4.1 with $\Lambda = 500$ nm, $h_1 = 150$ nm and $r = 20$ nm and with the thickness of the Bi:GIG 3988.4 nm.

Conclude that surface plasmon resonances in the periodic structure are not generally affected by this interference resonances in the Bi:GIG layer. However, we have to take into account the finite thickness of the layer during interpretation of experimental data from real prepared samples (discussed later in Chap. 5).
Figure 4.6: Color maps of the magnetic field intensity $|H_x|^2$ at 0.973 eV (A), at 1.097 eV (B), and at 1.403 eV (C). The field distribution is plotted for a grating with period $\Lambda = 500$ nm, thickness $h_1 = 150$ nm and the air-slit width $r = 20$ nm. The incidence angle of $p$-polarization was $\varphi_0 = 10^\circ$ and a 3988.4 nm thick Bi:GIG layer on sGGG substrate was considered. The top row shows the field distribution in the whole structure, while the bottom row zooms in on the grating region.
Figure 4.7: Distribution of the square of the magnitude of the magnetic field component \((A'_{1,2}), (B'_{1,2}), \text{ and } (C'_{1,2})\) calculated for photon energies 1.016, 1.026, 1.078, 1.130, 1.255, and 1.282 eV, respectively. The subplots show coupling between different grating’s modes with different orders of guided modes in the Bi:GIG layer.
4.2 Analytical formulae of the grating’s resonances

Having reminded the typical resonances in magnetoplasmonic TMOKE spectra, we now turn our attention to their dispersion, in particular as a function of the geometrical parameters of the grating. The obvious aim is to identify whether or not an (anti-)crossing of the cavity modes and the SPP modes occurs and how it impacts the TMOKE response (this phenomena will be discussed in Section 4.5). Even though it was argued before that the character of the resonances in an EOT grating can hybridize via coupling [61], the impact of geometrical tuning to enhance the EOT levels has only recently been studied [60,122,123]. Of these only d’Aguanno et al. [122] expand considerably on the physics of the coupling of the FP slit resonances with the grating’s SPPs and its impact on EOT. Apart from studying a hypothetical free standing Ag grating in air, they moreover study this coupling by tuning the incidence angle rather than the geometry of the grating.

The aim of this section is to show how cavity-plasmon modes coupling occurs in magnetoplasmonic gratings and in particular how it can be tuned geometrically for any angle of incidence. For that purpose we consider the specular reflection spectrum $R_p$ as a function of the grating period $\Lambda$, the grating thickness $h_1$ and the grating opening $r$. A strong subwavelength slit ($r = 20 \text{ nm}$) ensures a monomodal regime for the Au/air/Au guide governing the FP resonances. Moreover, as will be shown further down, a small slit ensures low energy fundamental cavity resonances, allowing to study its interaction with plasmon modes for reasonable thicknesses. In a last subsection the possibility of geometrical TMOKE tuning shall be studied for varying slit widths $r$. This configuration has been chosen for the experimental demonstration of anomolous TMOKE switching as will be explained in Chapter 5.

4.2.1 SPP mode dispersion

The loci of the minima in the reflectivity spectrum correspond to the resonant modes in the grating. According to the field plots of Fig. 4.6 SPPs both on the air/gold and on the gold/garnet interface can be excited. Intuitively, one would assume the plasmon modes to be independent of the grating thickness $h_1$. Except for sufficiently thin metallic layers (i.e. $< 50 \text{ nm}$ for near-IR and optical frequencies [124]), the grating interfaces can be considered decoupled and the SPP resonance wavelengths become indeed independent of the grating thickness. The resonances are in good approximation determined by the dispersion relation of the SPP on a single interface. The dispersion of the SPP mode can be easily derived using a T-matrix algorithm (introduced in Sec. 2.4.1) as a solution of the waveguiding condition on a single interface. Figure 4.8 shows the situation schematically. The $s$- and $p$- polarization modes in an isotropic system
Figure 4.8: Single interface model for derivation of the dispersion relation of the surface plasmon resonance.

can be described separately. Since the surface plasmon phenomena exist only for $p$-polarization, the $T$-matrix of media with permittivity $\epsilon_1, \epsilon_2$ takes the form:

$$T(x) = \begin{pmatrix}
(\sqrt{\epsilon_x})^{-1} \sqrt{\epsilon_x - \nu_y^2} & (\sqrt{\epsilon_x})^{-1} \sqrt{\epsilon_x - \nu_y^2} \\
(\sqrt{\epsilon_x})^{-1} \sqrt{\epsilon_x - \nu_y^2} & (\sqrt{\epsilon_x})^{-1} \sqrt{\epsilon_x - \nu_y^2}
\end{pmatrix}, \quad x = 1, 2. \quad (4.8)
$$

The single interface system is then described by:

$$\begin{bmatrix}
A_{P_{\text{down}}}^{(1)} \\
A_{P_{\text{up}}}^{(1)}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
\sqrt{\epsilon_1} (\sqrt{\epsilon_1 - \nu_y^2})^{-1} - (\sqrt{\epsilon_1})^{-1} \\
\sqrt{\epsilon_1} (\sqrt{\epsilon_1 - \nu_y^2})^{-1} (\sqrt{\epsilon_1})^{-1}
\end{bmatrix} \begin{bmatrix}
(\sqrt{\epsilon_2})^{-1} \sqrt{\epsilon_2 - \nu_y^2} & (\sqrt{\epsilon_2})^{-1} \sqrt{\epsilon_2 - \nu_y^2} \\
(\sqrt{\epsilon_2})^{-1} \sqrt{\epsilon_2 - \nu_y^2} & (\sqrt{\epsilon_2})^{-1} \sqrt{\epsilon_2 - \nu_y^2}
\end{bmatrix} \begin{bmatrix}
A_{P_{\text{down}}}^{(2)} \\
A_{P_{\text{up}}}^{(2)}
\end{bmatrix},
$$

or in compact form:

$$A^{(1)} = (T^{(1)})^{-1} T^{(2)} A^{(2)}. \quad (4.10)
$$

The final expression for SPP dispersion is then derived assuming a guided mode on a single interface. As was discussed in Sec. 2.5.4, a guided mode is defined as an eigenmode of the structure, i.e. mode that exists without incidence from neither the substrate nor the superstrate, $A_{P_{\text{up}}}^{(2)} = 0$ and $A_{P_{\text{down}}}^{(1)} = 0$. Using the simple notation (4.10), the waveguiding condition is:

$$T_{11} = 0, \quad (4.11)
$$

or in expanded form:

$$T_{11} = \sqrt{\epsilon_1 (\epsilon_2 - \nu_y^2)} + \sqrt{\epsilon_2 (\epsilon_1 - \nu_y^2)} = 0. \quad (4.12)
$$

Solution of the Eq. (4.12) for the effective index of guided mode $n_{\text{eff}} = \nu_y$ leads to the well-known relation for surface plasmon resonance on a single interface. Assuming the plasmonic material, gold, with permittivity $\epsilon_2$ and dielectrics materials air ($\epsilon_1$) and Bi:GIG ($\epsilon_3$), the surface plasmon modes in our system are described
by the relation in the form:

$$k_{SP} (E) = k_y = k_0 n_{eff} = k_0 \nu_y = k_0 n_{eff} = 2\pi \frac{\nu_y}{E} \sqrt{\frac{\epsilon_2 (E) \epsilon_i (E)}{\epsilon_2 (E) + \epsilon_i (E)}}, \quad i = 1, 3,$$

(4.13)

where $E$ is the photon energy and $\epsilon_2 (E)$ represents the permittivity of gold characterized in Sec. 3.2.4, $i = 1$ for the SPP on the air/gold and $i = 3$ for the SPP on the gold/garnet interface. In the 1D periodic structure the SPP is excited by the diffracted wave:

$$k_W (E) = \pm k_{SP} (E) + m \frac{2\pi}{\Lambda}, \text{ with } m \in \mathbb{Z},$$

(4.14)

where $k_W$ denotes the wavevector of the SPP. This SPP excitation is historically known as a Wood plasmon, because it was observed close to the Wood-Rayleigh anomalies Eq. (4.7) [125]. Putting thus $k_W = \frac{2\pi}{\Lambda} E \sin \varphi_0$ and solving Eq. (4.14) for $E$ gives us a first order numerical approximation for the height-independent loci of the SPP resonances.

### 4.2.2 Cavity mode dispersion

The spectral position of the slit resonances can, with a good accuracy, be predicted by considering the response of an equivalent FP-like slab resonator: a layer with an index $n_{eff}$, the same thickness as the gold grating and sandwiched between air and the garnet substrate. The effective index $n_{eff}$ is given by the fundamental TM mode of the Au/air/Au guide. Figure 4.9 shows the symmetrical guide schematically.

\[ T^{(1)} A^{(1)} \begin{array}{c} \epsilon_1 \end{array} \]

\[ T^{(2)} p^{(2)} \begin{array}{c} \epsilon_2 \end{array} \]

\[ T^{(3)} A^{(3)} \begin{array}{c} \epsilon_1 \end{array} \]

Figure 4.9: Symmetrical gold/air/gold waveguide is shown schematically.

The dispersion of the cavity mode is found as a solution of the gold/air/gold sandwich structure described by the following $T$ matrix:

$$A^{(1)} = (T^{(1)})^{-1} (T^{(2)})^{-1} (T^{(3)})^{-1} T^{(2)} A^{(3)}. $$

(4.15)
4.2. ANALYTICAL FORMULAE

Figure 4.10: Left: gold/air/gold waveguide and its extension into a resonant cavity by introduction of the garnet and air media is shown schematically. Right: field profile of guided mode for thickness of the air gap \( r = 20 \text{ nm} \), the photon energy 1.4 eV, and the effective index of guided mode \( n_{\text{eff}} = 1.7371 + 0.0250i \).

Assuming only \( p \)-polarized modes and putting \( A^{(1)}_{\text{Pdown}} = 0 \) and \( A^{(3)}_{\text{Pup}} = 0 \), the solution of the waveguiding condition \( T_{11} = 0 \) has the following form \([122]\):

\[
\tanh \left( \frac{r}{2} \sqrt{k_0^2 n_{\text{eff}}^2 - k^2} \right) = -\frac{\sqrt{k_0^2 n_{\text{eff}}^2 - k^2} \varepsilon_2}{\varepsilon_2 \sqrt{k_0^2 n_{\text{eff}}^2 - k^2}}. \tag{4.16}
\]

Figure 4.10 schematically shows the gold/air/gold waveguide and its transformation into resonant cavity. The field plot on the right corresponds to a guide width of 20 nm which is equivalent to the slit width in the grating. At 1.4 eV, i.e. the FP resonance observed in Fig. 4.2, an effective index of \( n_{\text{eff}} = 1.7371 + 0.0250i \) is obtained for this mode. As known, this plasmonic slot waveguide has no cutoff and this is independent on the slit width (see \([126]\)). An extreme subwavelength confinement and accompanying high effective index is therefore obtained at very small slit widths, thereby allowing low energy FP resonances for moderate thicknesses of the metal grating. Figure 4.11 shows the effective index of the guided mode at 1.4 eV, i.e. the FP resonance observed in Fig. 4.2 as a function of the air layer thickness. Complex effective index was calculated by the numerical optimization introduced in Sec. 2.5.4. For spacing up to 40 nm the effective index shows low dispersion. Note that the imaginary part of the effective index was multiplied by a factor of 100.

The location of the cavity resonances is then found by expressing round-trip resonance:

\[
2k_0 n_{\text{eff}} h_1 + \phi_{r_1} + \phi_{r_3} = 2n\pi, \quad n \in \mathbb{Z}, \tag{4.17}
\]

where \( \phi_{r_1} \) is the reflection phase shift of the slit mode at both ends of the cavity. The reflection coefficient can be roughly approximated as a normal-incidence
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Figure 4.11: Effective index of guided mode in gold/air/gold at $\lambda = 884$ nm.

reflection:

$$r_i = |r_i| \exp [i\phi_{r_i}] = \frac{n_{\text{eff}} - \sqrt{\varepsilon_i}}{n_{\text{eff}} + \sqrt{\varepsilon_i}},$$

\hspace{1cm} (4.18)

where $i = 1$ for the the permittivity of air and $i = 3$ for the permittivity of the non-magnetized garnet [$\varepsilon_{yz} = 0$ in Eq. (4.1)]. Such a simple approximation is sufficient for a cavity mode in regions where it doesn’t interact with the plasmon modes. In case of interaction between modes, the reflection phase shift of the mode at both ends of the cavity can be fitted and described in a more precise way [60].

According to (4.16) and (4.17) we can conclude that it is possible to tune the spectral position of the cavity mode in two ways. The first option of variation of the grating air gap width, when the sight dispersion of the mode effective index (Fig. 4.11) plays the role. The second possible approach is to tune by the grating thickness, when the resonant wavelength is affected by the phase-matching condition (4.17).
4.3 Geometrical dispersion of resonant modes

Analytical description of resonant modes in the structure brings important information about their dependence on the grating’s geometry. In summary the dispersion relations Eq. (4.14, 4.13) and Eq. (4.16, 4.17) show that the plasmon resonant modes depend on the grating thickness $h_1$ and on the air-slit width $r = f \Lambda$. From Fig. 4.2 one can see that the TMOKE spectrum achieves its extrema in the spectral range from 0.74 eV to 2.5 eV for this particular angle $\varphi_0 = 10^\circ$; it would change considerably with the angle of incidence angle. Therefore, we present specular reflectivity spectra $R_p$ for various grating thicknesses $h_1$, grating periodicities $\Lambda$, and air-gaps $r$ in this spectral range.

4.3.1 Grating thickness variation

Figure 4.12 shows the spectral dependence of the specular reflectivity $R_p(E)$ on grating thickness for a fixed grating period $\Lambda = 500$ nm and an incidence angle of $\varphi_0 = 10^\circ$. In this configuration, the $-1^{\text{st}}$ plasmon mode [$m = -1$ in Eq. (4.13)] is excited at a photon energy of 0.97 eV which is close to the wavelength 1.3 µm commonly used in optical telecommunication. According to Eq. (4.14) and Eq. (4.17) the plasmon modes (blue lines) are dispersion-less under fixed grating period and the cavity modes (red curves) are dispersive respectively. On the left subplot it can be seen that the interaction of the cavity mode with the $-1^{\text{st}}$ plasmon mode pushes the resonant energy from 1.13 eV (for grating thickness $h_1 = 100$ nm) to 0.99 eV ($h_1 = 330$ nm), which corresponds to a smooth transformation between $-1^{\text{st}}$ and $+1^{\text{st}}$ plasmon mode. A further increase of the grating thickness (up to 330 nm) leads to interaction between the SPP mode and the higher-order cavity modes. A similar phenomenon appears at photon energies from 1.7 eV to 2 eV where cavity modes interact with $\pm 2^{\text{nd}}$ SPP modes. Finally the effect at 2.1 eV comes from the interaction between the cavity mode and SPP at the gold/air interface (see field plot (E) on Fig. 4.6). The right subplot of Fig. 4.12 shows dispersion curves of four different orders of cavity modes, corresponding to $n = 1, 2, 3$ and 4 in Eq. (4.17). One can see that relatively good agreement, even from this simple approximation, is obtained.

Figure 4.13 shows dispersion maps of the $p$-reflectivity. The maps have been calculated for a grating with period $\Lambda = 500$ nm and thicknesses 90, 105, 120, 135, 150, 165, 180, 195, 210, and 225 nm. These maps clearly show how the cavity mode moves to lower energies with increasing grating thickness. For thicknesses from 90 nm to 135 nm we can see, that interaction appears mainly for second order SPP modes. With an additional increase of the thickness, the cavity mode interacts with the first order of SPP modes.
Figure 4.12: Left: Simulated dispersion of the grating’s reflection for various thicknesses $h_1$ from 50 nm to 600 nm and a fixed periodicity $\Lambda = 500$ nm. Right: spectral position and geometrical dispersion of resonant modes calculated with analytical dispersion models Eqs. (4.14,4.13) and Eqs. (4.16,4.17).
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Figure 4.13: Dispersion diagrams of specular reflectivity for grating thickness from 90 nm to 225 nm in steps of 15 nm. Note the drift of the flat cavity mode towards lower photon energy for increasing thickness \( h_1 \). The evolution of coupling between modes is shown as bending of the SPPs by cavity modes.
4.3.2 Grating period variation

Figure 4.14 shows the spectral dependence of $R_p$ on the grating period $\Lambda$ in a range from 200 nm to 900 nm and for fixed grating thickness $h_1 = 150$ nm. In this plot the cavity modes are nondispersive for constant thickness $h_1$ and constant air-slit width $r = \Lambda f = 20$ nm (note that in our model the change of the filling factor $f$ compensates the change of the grating period $\Lambda$). On the other hand the plasmon modes show clear dispersive behavior, that is compared with the simple models of Eq. (4.13) and Eq. (4.14) on the right subplot. Following Eq. (4.14) we have put $m = \pm 1$, $\pm 2$, and $\pm 3$ for the plasmon modes at the gold-garnet interface (SPP - $\varepsilon_3$, blue curves) and $m = \pm 1$ for plasmon modes at the gold-air interface (SPP - $\varepsilon_1$, green curves). The left subplot shows anticrossing behavior of modes. The $\pm 1^{\text{st}}$ SPP modes and cavity mode are excited separately for a grating period between 450 nm and 550 nm. For longer period the cavity mode is coupled into the $+2^{\text{nd}}$ plasmon mode. For shorter grating periods (less than 300 nm) anticrossing of modes provides a smooth shift from the $-1^{\text{st}}$ plasmon mode to the $+2^{\text{nd}}$ mode ($\Lambda = 700$ nm). This is accompanied by a full transformation of the $+2^{\text{nd}}$ plasmon mode into the fundamental cavity mode. In addition, the cavity mode at 1.5 eV is becomes less sharp for a grating period $\Lambda < 500$ nm. The fill-factor of the air gap is higher (the fill-factor varies with the period) and the Q-factor of the cavity mode is decreased. We suppose that this is a result from an increasing diffractive coupling between the grating slits. For longer period the Q-factor of the cavity mode increases due to coupling with hi-Q SPP mode which makes the mode spread narrower.

Note finally, that up to a certain extent periodicity tuning for fixed slit width $r$ and grating height $h_1$, allows to shift the mode coupling to higher incidence angle. This is of course limited by the SPP gap forming at $E_{\text{ph}} = \frac{hc}{2\Lambda}$ close to which near grazing incidence would be required if the cavity resonance were to be at this energy. A readjustment of the grating thickness is then necessary.

Figure 4.15 shows dispersion diagrams calculated for a grating with periods from 400 to 850 nm (in steps of 50nm). These subplots show that the position of the cavity mode is almost independent on the grating period. In addition, they show how, at a given angle of incidence, the grating period can be used to achieve coupling of the FP resonance with the desired order of SPP mode. The right subplot of the Fig. 4.14 calculated with analytical models describing Wood-plasmons and cavity modes (derived in Secs. 4.2.1 and 4.2.2) describes positions of modes in good agreement with numerical simulations. Therefore we can directly conclude that a shorter period is useful for the study of low order SPP modes (first, second), hence for a long grating period higher SPP modes play a role. Moreover in a long period domain it is possible to study interaction between different orders of SPP modes.
Figure 4.14: Left: Simulated dispersion of reflection for the grating with various period $\Lambda$ from 300 nm to 900 nm and fixed thickness $h_1 = 150$ nm. Right: spectral position and geometrical dispersion of resonant modes calculated with analytical dispersion models Eq. (4.14,4.13) and Eq. (4.16,4.17).
Figure 4.15: Dispersion diagrams of specular reflectivity are shown for grating periods from 400 nm to 850 nm in steps of 50nm. Note that the cavity mode keeps its spectral position.
4.3.3 Grating air gap variation

The last group of simulations considers variations the grating air gap. Figure 4.16 shows on the left subplot the spectral dependence of $R_p$ on the air gap in the range from 20 nm to 120 nm. The right subplot shows calculated dispersion curves of (dispersive) cavity and (nondispersive) SPPs modes. The calculated map shows that for a wider opening of the air gap the cavity mode is slightly shifted to higher photon energies and its quality factor drops. This observed behavior was used in design of experimental samples. In the design (Chap. 3) the set of samples were fabricated by different exposition, but the gold was evaporated in one shot. Therefore the thickness of the gold is the same for all the samples and only width of the air gap varies.

To complete the study of the geometrical dispersion of modes in a plasmonic grating, Figure 4.17 shows dispersion diagrams calculated for gratings with different widths of air gaps. Gratings with a period $\Lambda = 500$ nm, a thickness $h_1 = 150$ nm and an air gap width varying from 20 to 110 nm in steps of 10 nm were simulated. For this particular grating the interaction between cavity and SPP mode becomes stronger for increased air gap width, which is related to decrease of the reflectivity.

The important information from those simulations is, that the coupling effect appears for the second-order of SPP modes. This is given by the relatively low thickness of the grating. The additional advantage of using second-order SPP modes is large MO effect (see dispersion curve on Fig. 3.14 in Chap. 3). To obtain interaction with the fist-order SPP modes, the thickness of the grating should be increase to approximately 200-220 nm. In such a case it would be possible to observe the interaction of the first-order cavity mode with the first-order SPP and the second-order cavity mode with second-order SPP modes. Unfortunately, requirement of strong sub-lambda air gaps and thick grating bring fabrication complications.
Figure 4.16: Left: Simulated dispersion of reflection for the grating with various air-gap $r$ from 20 nm to 120 nm and the fixed period $\Lambda = 500$ nm and grating thickness $h_1 = 150$ nm. Right: spectral position and geometrical dispersion of resonant modes calculated with analytical dispersion models Eqs. (4.14,4.13) and Eqs. (4.16,4.17).
Figure 4.17: Dispersion diagrams of specular reflectivity are shown for grating air gaps from 20 nm to 110 nm (steps of 10nm). Note broadening of the cavity mode.
4.4 Anticrossing of resonant modes, field plots

Figure 4.18 shows the field distribution (of the transversal magnetic field component $H_x$) close to the points of modal anticrossing. Both field distributions were calculated for the grating period $\Lambda = 500$ nm and the modes are marked in the dispersion diagram (Figs. 4.12, 4.14). The left subplot shows the field distribution of the $+1^{\text{st}}$ plasmon mode [$m = +1$ in Eq. (4.14)] coupled with the cavity mode at a photon energy of 0.9 eV and a grating thickness $h_1 = 200$ nm. The right subplot shows field plot of the $-1^{\text{st}}$ plasmon mode coupled with the cavity mode at a photon energy of 1 eV and a grating thickness $h_1 = 200$ nm.

From both plots shown on Fig. 4.18 one can recognize that the field component $H_x$ is much more enhanced than in the case of single resonant mode excitation (Fig. 4.6, note different color scale). In addition the modes coupling decreases refection significantly. Decrease of reflectivity and strong field enhancement at the interface with MO garnet cause significant increase of the transverse MO effect discussed in the next section.

Figure 4.18: Distribution of square of the magnitude of the magnetic field component $H_x$. Left subplot: coupled resonant mode of $+1^{\text{st}}$ plasmon and cavity mode for the photon energy 0.89 eV and the grating thickness 200 nm. Right subplot: coupled resonant mode of $-1^{\text{st}}$ plasmon and cavity mode for the photon energy 0.98 eV and the grating thickness 200 nm.
4.5 Nonreciprocal optical response of grating’s resonant modes

Up till now we studied the impact of the grating geometry on the dispersion of its EOT resonances. We now move on to see whether a similar impact can be observed in the nonreciprocal response of this EOT system. In Section 4.1.1 it was explained how the MO response of this structure can be easily understood at its grating/garnet SPP resonances.

4.5.1 Dispersion of the magnetoplasmon

In order to describe the shift of the SPP by the transverse magnetooptic Kerr effect we used Yeh’s matrix formalism to solve Maxwell’s equation for a single interface between gold ($\epsilon_2$) and a MO garnet $\hat{\epsilon}_3$ in transverse MO configuration with gyrotropy $q$:

$$
\hat{\epsilon}_3 = \begin{bmatrix}
\epsilon_3 & 0 & 0 \\
0 & \epsilon_3 & iq \\
0 & -iq & \epsilon_3
\end{bmatrix} \tag{4.19}
$$

The structure is shown on Figure 4.19 schematically.
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Figure 4.19: Layout of the structure for derivation of the magnetoplasmon dispersion.

To derive the dispersion of the magnetoplasmon the waveguiding problem of a single interface needs to be solved. For $p$-polarization the matrix $T^{(1)}$ of the semi-infinite gold has the following form:

$$
T^{(1)} = \left[ \frac{1}{\sqrt{\epsilon_2}} \begin{bmatrix}
\epsilon_3 - \nu_y^2 & \nu_y \sqrt{\epsilon_3 - \nu_y^2 - \frac{q^2}{\epsilon_3}} \\
\nu_y \sqrt{\epsilon_3 - \nu_y^2 - \frac{q^2}{\epsilon_3}} & \epsilon_3 - \nu_y^2
\end{bmatrix} \right], \tag{4.20}
$$

The matrix $T^{(2)}$ of the transverse magnetic medium (introduced in Chap. 2 in Sec. 2.3.3) for $p$-polarization has the form:

$$
T^{(2)} = \begin{bmatrix}
\epsilon_3 - \nu_y^2 & \nu_y \sqrt{\epsilon_3 - \nu_y^2 - \frac{q^2}{\epsilon_3}} \\
\nu_y \sqrt{\epsilon_3 - \nu_y^2 - \frac{q^2}{\epsilon_3}} & \epsilon_3 - \nu_y^2
\end{bmatrix}, \tag{4.21}
$$
The single interface problem is then described in compact form by the relation:

$$A^{(1)} = (T^{(1)})^{-1}T^{(2)}A^{(2)}. \quad (4.22)$$

The dispersion of the magnetoplasmon is derived from the waveguiding condition for a single interface: $A_{Psp}^{(2)} = 0$ and $A_{Pdown}^{(1)} = 0$. Using the simple notation (4.22), the waveguiding condition is:

$$T_{11} = 0. \quad (4.23)$$

The expanded form of the waveguiding problem takes the following form:

$$T_{11} = \frac{\varepsilon_3 - \nu^2_y}{\varepsilon_2 - \nu^2_y} - \frac{i q \nu_y - \varepsilon_3 \sqrt{\varepsilon_3 - \nu^2 - \frac{q^2}{\varepsilon_3}}}{\varepsilon_2 \sqrt{\varepsilon_2 - \nu^2_y}} = 0, \quad (4.24)$$

By multiplying by the wavenumber $k_0$ and considering only linear terms in $q$, Eq. (4.24) can be linearized as:

$$k_{SP} = k_0 \left[ \sqrt{\frac{\varepsilon_2 \varepsilon_3}{\varepsilon_2 + \varepsilon_3}} + \frac{i q \varepsilon_2^2}{(\varepsilon_3^2 - \varepsilon_2^2) \sqrt{\varepsilon_3 + \varepsilon_2}} \right], \quad (4.25)$$

where the first term corresponds to the standard surface plasmon resonance Eq. (4.13) and the second term represents the shift originating from the magneto-optical effect. Our model of the spectral shift of SPP by TMOKE is equivalent with the previously introduced model for the MO SPP shift [56, 63]. Figure 4.20 compares the MO SPP shift calculated (at a photon energy 1 eV) from the exact model Eq. (4.24) with the linear approximation Eq. (4.25) for increasing gyrotropy $q$.

Together with the relation for the Wood plasmon anomalies (Eq. (4.14)), it describes the phenomena in good agreement with the RCWA calculation. The linear model of magnetoplasmon Eq. (4.25) together with the equation for the Wood plasmon Eq. (4.14) describes the different shift of $+1^{st}$ and $-1^{st}$ SPP’s resonant frequency. The total wavevector shift of the SPP anomalies in the spectra is then given by two contributions: by multiples of wavevector of the grating [Eq. (4.14)] and by the linear perturbation in Eq. (4.25).

### 4.5.2 TMOKE sign control by optimization of the interaction between modes

We have already seen how MO response is obviously related to field confinement in the MO material as shown in Fig. 4.2 and on the field plots in Fig. 4.6 (A) and (B) (in Sec. 4.1.1). Moreover, the interaction between the plasmon and cavity...
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Figure 4.20: Shift of SPP by TMOKE: comparison between the exact solution from the Eq. (??) (circle dots) and the linear approximation model Eq. (4.25) (dashed line) calculated at the photon energy 1eV. The green line represents pure SPP mode.

mode provides strong field enhancement in the MO substrate (Fig. 4.18), which provides a further enhancement of the MO effect. It is therefore expected that in the previously indicated regions of specific modal crossing and anticrossing, interesting MO responses will appear.

Grating thickness variation

Repeating the same simulations as in Sec. 4.3 we present analysis of the TMOKE spectral dependence on the grating geometry. Figure 4.21 shows how the TMOKE is affected by the interaction between the SPP and the cavity modes. Subplots in the left column show details of the dependence of the TMOKE for various grating thicknesses for $\pm 1^{\text{st}}$ (top subplot) and $\pm 2^{\text{nd}}$ (bottom) magnetoplasmon modes. It is clearly visible that TMOKE keeps the same dispersive dependence as already observed on the specular reflection in the non-magneto-optic case (Fig. 4.12). In addition these subplots reveals the parameter combination where coupling occurs efficiently. In this region the coupled modes have characteristic properties of both SPP and cavity modes. The SPP contribution to the coupled mode behavior is mainly responsible for the MO effect. In addition the cavity mode contribution gives the dependence on the grating thickness. Moreover, on the colormap one can see that the modal interaction leads to an enhancement of the TMOKE. This happens due to the fact that coupling of modes leads to an increase of the electromagnetic field concentration in MO layer. The cavity mode in this case contributes as electromagnetic field channel which corresponds to the extraordi-
nary optical transmission (EOT). Because of TMOKE splitting of the SPP (and the coupled mode as well), the increase is different for modes excited for different orientation of the magnetization, $+M$ and $-M$.

The subplots in the right column show TMOKE at a fixed photon energy as a function of the grating thickness (the chosen energies are marked by colored lines on the left subplots). These reveal an interesting new possibility of geometrical switching of the TMOKE. At a photon energy of 0.97 eV for instance, TMOKE reaches its maximum for a grating thickness of 210 nm. If the thickness of the grating is increased to 220 nm, the TMOKE is reduced to zero. Further increasing of the thickness to 230 nm switches the sign of the TMOKE effect. The modal anticrossing switches the sign of the TMOKE without change the orientation of the magnetization. The same phenomenon appears for the $\pm 2^{\text{nd}}$ plasmon SPP modes at 1.74 eV and 1.88 eV. The modes at 1.74 eV can be completely switched by the change of the grating thickness from 100 nm to 107 nm. The effect is much more sensitive for the mode at 1.88 eV, when only 3 nm difference in grating thickness leads to the reversion (from 90 nm to 93 nm).

**Grating air gap variation**

In a second step we analyze the impact of increasing the slit openings on the TMOKE response. In Section 4.3.3 we have already seen how “broadening” the cavity mode affects $-2^{\text{nd}}$ SPP mode. This observation together with the following MO analysis has been crucial in further design of samples for experimental observation of the phenomena. Figure 4.22 shows on the left subplot the detail on TMOKE response of the $-2^{\text{nd}}$ SPP mode as a function of various grating air gap. Significant shift of the coupled mode by the air gap width is observed. The left subplot shows that the maximum of the TMOKE can be achieved (for this structure and $-2^{\text{nd}}$ SPP mode) for the grating opening from 20 nm to 60 nm. This information was also very useful in the fabrication process. The right subplot shows TMOKE at 1.74 eV as a function of the air gap width. Clear TMOKE switching phenomena is observed with the air gap variation from 30 nm to 45 nm.
4.5. NONRECIPROCAL OPTICAL RESPONSE

Figure 4.21: Left column: detail of TMOKE spectral dependence $\Delta R_p$ for the grating thickness $h_1$ from 50 nm to 600 nm and period $\Lambda = 500$ nm. Right column: switching of the TMOKE sign at fixed photon energy 0.97 eV, 1.11 eV, 1.74 eV, and 1.88 eV by variation of the thickness of the grating.
Figure 4.22: Left detail of TMOKE spectral dependence $\Delta R_p$ for the grating air gap $h_1$ from 20 nm to 120 nm and period $\Lambda = 500$ nm. Right: switching of the TMOKE sign at fixed photon energy 1.74 eV by variation of the grating air gap width.
## 4.6 Proposition of waveguiding structure with non-reciprocal dispersion of TM modes

In this section a concept of TM-waveguiding structure is proposed. Figure 4.23 shows the proposed structure of silicon waveguide structure with plasmonic grating and the MO Bi:GIG garnet layer is placed on a top of the grating. Materials used in the structure, namely silicon and SiO₂ were taken for their high dielectric contrast. Therefore is it possible to achieve waveguiding inside the silicon layer. In this study we seek to determine the nonreciprocal behavior of the guided modes. The main subject is the analysis of a possible coupling between guided modes and plasmon modes on the grating interfaces. The evanescent field of the guided mode in the silicon is used for the excitation of the surface plasmon mode at the grating. To achieve nonreciprocal behavior the Bi:GIG garnet is placed on the of the grating. Therefore excitation of the SPP and its control by magnetization would lead to the nonreciprocal behavior.

The considered parameters of the grating are the grating thickness \( h_1 = 100 \) nm, the air gap width \( r = 20 \) nm, and the grating period \( \Lambda \). In the following simulations we assume a wavelength \( \lambda = 1300 \) nm, refractive indexes of the Bi:GIG layer \( n = 2.32 + 0.0001i \), of Gold \( n = 0.63 + 10.96i \), of Silicon \( n = 3.5 \) and of the SiO₂ \( n = 1.52 \). Considered parameters of the structure are the grating thickness \( h_1 = 100 \) nm, the air gap width \( r = 20 \) nm, the grating period \( \Lambda \), the thickness of the SiO₂ tunelling layer \( h_2 = 60 \) nm, and the thickness of the silicon waveguide \( h_3 = 600 \) nm. The thickness of the Si waveguide was chosen to obtain multimodal behaviour.

![Figure 4.23: Layout of the structure of silicon waveguide with gold grating and Bi:GIG.](image)

The numerical design was done as two step process of S-matrix waveguiding calculation (see Sec. 4.1.2). In the first step the S-matrices calculated from structure with various parameters (grating period, propagation constant \( \nu_y \)) are decomposed using the singular value decomposition (SVD).¹ Local minima in plot

---

¹ Propagation constant \( \nu_y \) is the \( y \)-component of the normalized wavevector, see Chap. 2, Sec. 2.3.1
of $1/\sigma_{\text{max}}$ ($\sigma_{\text{max}}$ is the largest singular value of S-matrix) represent positions of guided modes. In the second step the complex propagation constant $\nu_y$ is found by the minimization of $1/\sigma_{\text{max}}$, [Eq. (2.106)].

The structure was studied for the following ranges of parameters. The pure real propagation constant $\nu_y$ was varied from 2.32 to 3.5 in order to achieve waveguiding primary in the silicon. Values 2.32 and 3.5 are the refractive indexes of the Bi:GIG and silicon, respectively. The grating period was varied over a large interval from 100 nm to 350 nm. It is important to point out that diffraction effects caused by the grating in the structure could occur. If the assumed parallel wavevector component $k_y = k_0 \nu_y$ is decreased by the grating parallel wavevector $k_{\text{grat}} = 2\pi/\Lambda$, a diffracted mode may leak out of the structure which could represent losses. Taking in account the interval of propagation constant and refractive indexes of surrounding media, the leakage into the Bi:GIG superstrate may appear for $\Lambda > 223$ nm, and into the SiO$_2$ substrate for $\Lambda > 258$ nm. This effect has to be considered in the analysis of modes in the structure.

Figure 4.24: Left: Dispersion map of guiding indicator $1/\sigma_{\text{max}}$ in logarithmic scale calculated as a function of the effective index $\nu_y$ and the grating period $\Lambda$. Right: Detail on area of modes anticrossing.

Figure 4.24 shows dispersion map of the waveguiding indicator $1/\sigma_{\text{max}}$ calculated for TM modes, dark lines represent guided modes. The map shows dominant mode at $\nu_y = 2.86$ as the vertical line (the second mode is observed for $\nu_y = 3.34$). The right subplot shows zoom of the area where the vertical mode crosses different modes in the structure and interesting anticrossing behavior occurs. A smooth transformation of the modes is observed. The modes are further study via field plots and by analysis of the effective index of modes.

In the first step we analyze modes which appears as the vertical lines [modes (A) and (B)]. Figure 4.25 shows field plots calculated in the points (A) and (B). Both field plots were calculated for the period of the grating 140 nm, therefore
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Figure 4.25: Field plot distributions of fundamental and first-order guided modes in the silicon. Field plots were calculated for the structure with grating period 140 nm.

below the level of leakage to the substrate or to the superstrate caused by the grating. Moreover, both modes shows independence on the grating geometry. Subplot (A) shows field distribution of fundamental guided mode and subplot (B) shows second-order guided mode in the silicon waveguide. The better confinement of the fundamental mode (A), i.e. weaker evanescent field outside the waveguide, leads to the weaker anticrossing effect. Therefore, in our geometry, the anticrossing effect on the fundamental mode is hard to observe. On the other hand, higher evanescent field of the second-order guided mode (B) provides anticrossing as was shown on the right subplot of the Fig. 4.24.

In the second step we have focused on the area of modes anticrossing, points (C) and (D) on the zoom of the Fig. 4.24. Figure 4.26 shows on the left subplot (C) the mode, which is conformable with already discussed first-order guide mode (shown on subplot (B) on Fig. 4.25). But the observed field profile is being modulated by the periodic grating on the top of the structure. Moreover, partial field enhancement is observed at the top side of the grating, i.e. at the interface between grating and MO Bi:GIG superstrate. The right subplot shows field distribution for the fixed $y$-coordinate at the middle of the grating lamella (marker by vertical dashed line on the left subplot). The field confinement at the top side of the gold is clearly visible. The bottom subplot (D) shows mode with field confined mostly on the top side of the grating. We can conclude that this mode is a guided along the metal-dielectric interface, i.e. surface plasmon mode. The typical surface plasmon field distribution is present on the right subplot. From the observed evanescent coupling between mode guided in the silicon waveguide and SPP mode in MO Bi:GIG material one can expect possible nonreciprocity of guided mode in the silicon. The strength of coupling could be tuned by optimization of the thickness of the SiO$_2$ layer.
Figure 4.26: Field plot distributions calculated at the area of the modes interaction.

Figure 4.27: Field plot distributions calculated at positions of expected leaky modes.
Figure 4.27 shows field plots (E) and (F) almost identical as were already presented by Fig. 4.25. Moreover, dispersion of the guided modes shows obvious difference. Modes (E) and (F) are dependent on the grating period and they exist for the grating period above 223 nm, which is the limit of leakage into Bi:GIG superstrate. This is related to remarkably low imaginary part of the effective index (at the level of the guided modes in the Si waveguide), which is $2.509 + 0.00008i$ and $2.53 + 0.0007i$ for modes (E) and (F), respectively.

Figure 4.28: Left: Magneto-optic dispersion map of guiding indicator $1/\sigma_{\text{max}}$ in logarithmic scale calculated as a function of the effective index $\nu_y$ and the grating period $\Lambda$. Right: Detail on area of modes anticrossing.

Figure 4.28 shows magneto-optic image of a guiding indicator. The dispersion map was calculated as the difference of between two dispersion maps calculated for opposite magnetization: $\delta(1/\sigma_{\text{max}}) = 1/\sigma_{\text{max}} (+M) - 1/\sigma_{\text{max}} (-M)$. The figure shows how the main MO response is related to the SPP mode on the top side of the grating, at grating/Bi:GIG interface. The right subplot shows zoom on area of modes anticrossing. The subplot shows how the nonreciprocal dispersion of mode guided in the silicon can be achieved by an appropriate grating geometry, namely its period. Figure 4.29 shows how the effective index of mode guided in the silicon waveguide is affected by coupling with the SPP mode near the anticrossing. Top row shows how coupling between modes, achieved by tuning of the grating period, leads to increase of both real and imaginary part of the effective index of guided mode. Bottom subplot shows MO change of the effective index $(\nu_{y,\text{opt.}} (+M) - \nu_{y,\text{opt.}} (-M))$ as a function of the grating period, i.e. quality of coupling between modes. The bottom subplot shows, that the MO change of the real part of the effective index can be enhanced while the imaginary part (which is related to propagation losses) is unaffected. According to the bottom subplot of Fig. 4.29 this happens for the grating period around 240 nm.

Proposed theoretical concept of the waveguiding structure based on mater-
Figure 4.29: Top: The Effective index of guided mode in silicon waveguide as a function of the grating period $\Lambda$. Bottom: MO change of effective index.

Material with high refractive index separated from magnetoplasmonic structure and based on the coupling between evanescent field with magnetoplasmon can be further optimized. By optimization the isolation properties could be improved and enhanced by the cavity mode resonance excitation.
4.7 Conclusion of the chapter

In this chapter we have numerically analyzed via a rigorous anisotropic RCWA method the electromagnetic response of a 1D gold grating on a transversely magnetized medium; Bi:GIG layer. In addition the effect of finite thickness of the Bi:GIG layer and presence of the sGGG substrate was discussed. Using straightforward analytical models we have identified geometrical parameter regions where its two basic modes — SPP and FP cavity modes — may potentially couple and interact (Sec. 4.2). By variation of the grating geometry, namely its thickness, air gap, and period, this interaction and anticrossing has been confirmed. In Sec. 4.5 it has been shown that this hybridization of SPP and cavity modes leads surprisingly to significant changes in TMOKE amplitude as well as its spectral position. Moreover, the sign of the TMOKE (under fixed magnetization) can be switched by tuning of the grating thickness and air gap width. A linearized model of the MO shift explains the opposite signs undergone by SPP modes of opposite diffractive coupling. At the end we have proposed concept of the waveguiding structure combined with the magnetoplasmonic grating. We have discuss the change of the effective index of the guided modes and the MO change of the effective index, both introduced by the grating geometry.
5 Experiments on real magnetoplasmonic structures

In this chapter we present analysis of the Mueller matrix data measured on fabricated samples. In the first part a development of the structure model is presented. The model is developed in step-by-step process, from the simple description of a perfect structure to the model with surface roughness and residual PMMA photo resist inside the gaps of the grating. The model is fitted to experimental data in each step. Accuracy of each model is evaluated using $\chi^2$ parameter (3.2). Quality of the developed model is presented in direct comparison between measured and calculated ellipsometric quantities $N, C,$ and $S$ for a wide range of angle of incidence from $20^\circ$ to $60^\circ$.

In the second step the set of 15 Mueller matrix data obtained on 15 different samples is fitted together and the grating opening $r$ of each grating is estimated (for fabrication details see Sec. 3.4). The fitted width of the opening is compared with values obtained by scanning electron microscopy (Fig. 3.16).

Third part is focused on analysis of magneto-optical response of the structure. The measured MO effect is compared with MO response calculated using developed model at the angle of incidence of $45^\circ$. To analyze global behavior of the sample, the MO response is compared over the interval of the incidence angle from $20^\circ$ to $60^\circ$.

A good agreement between experimental Mueller matrix magneto-optic spectroscopic data and the grating model increase credibility of the previous models in Chapter 4 and enables us to trust the functionality of the designed magnetoplasmonic structure.

5.1 Optical characterization of samples

5.1.1 Measured ellipsometric response of structures

The fabricated 1D periodic gratings were measured with the Mueller matrix ellipsometer Woollam described in Sec. 3.2. The optical response of the samples were measured in a configuration, where the plane of incidence was perpendicular to the lamelas of the grating, the same configuration as was used in theoretical study in Sec. 4.1. This configuration avoid conversion between $s$- and $p$-polarization. Moreover, the transverse MO configuration also do not induce polarization conversion. Thus, Mueller matrix (2.130) is reduced into three pa-
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rameters: $N$, $C$, and $S$, [Chap. 2, Sec. 2.7.3, (2.131)]:

$$M = \begin{bmatrix}
1 & -N & 0 & 0 \\
-N & 1 & 0 & 0 \\
0 & 0 & C & -S \\
0 & 0 & S & C
\end{bmatrix}, \quad (5.1)$$

In a non depolarizing system, the elements $N$, $C$, and $S$ are related to the classical ellipsometric angles $\psi$ and $\Delta$:

$$N = \cos 2\psi, \quad C = \sin 2\psi \cos \Delta, \quad S = \sin 2\psi \sin \Delta. \quad (5.2)$$

For further analysis of the optical response of the structure (4.3) we define the relative reflectivity $R_p/R_s$ as follows:

$$\frac{R_p}{R_s} = \tan \Psi, \quad (5.3)$$

which is directly related to the measured data and will allow us to quantify the MO response of the structures (see further in Sec. 5.3).

5.1.2 Development of the structure model

In the theoretical study of the magnetoplasmonic structure we already discussed the effect of a finite thickness of the MO Bi:GIG layer (Sec. 4.1.2), and the depolarization effects due to beam focusing (Sec. 3.2.2). To be able to reproduce the experimental results, a generalization of the model is needed. The step-by-step process of model adjustment is described in this section. Quantities $N$, $C$, $S$, and depolarization are used to compare models and experimental data. The $\chi^2$ value [defined by (3.2)] is used as an indicator of the fit quality.

To model optical response of the structures 30 Fourier harmonics ($N = 30$, see Sec. 2.5.2) were assumed and the experimental data were fitted by our parallel RCWA code described in Sec. 2.5.

In the following text we use sample code in the format $p500_X$, where $p500$ denotes the grating with period 500 nm fabricated and the electron exposition dose equal to $X$. The dose varies from 900 to 1040 as was described in the Section 3.4 in Chapter 3.
CHAPTER 5. EXPERIMENTS

A. Model of expected structure vs. experimental data

In the first step we compare simple model of the structure with the experimental data. The cross-section of the model is shown on Fig. 5.1. The nominal parameters of the sample are: the grating period $\Lambda = 500$ nm, the grating thickness $t_1 = 100$ nm, the width of air-gap $r = 63$ nm, the dose of $1040 \mu C/cm^2$, and the thickness of the Bi:GIG $t_2 = 3988.4$ nm (from Tab. 3.4). In the model we use the nominal parameters. Parameters used in model are summarized in tab. 5.1. Figure 5.2 shows comparison between model and experimental data measured on sample $p500_{1040}$ (Fig. 3.16). One can see, that model does not fit the data well and more advanced model is needed.

Note that the simplest model does not describe attenuation of the interferences in Bi:GIG layer (at about 700 nm and 1400 nm), position of plasmon peaks (at about 886 nm). The model does not describe depolarization at all. The origin of the interference phenomena was already discussed in Sec. 4.1.2 in Chapter 4.

Figure 5.1: Cross-section of the grating structure.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_0$</td>
<td>$45^\circ$</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>$500$ nm</td>
</tr>
<tr>
<td>$r$</td>
<td>$63$ nm</td>
</tr>
<tr>
<td>$t_1$</td>
<td>$100$ nm</td>
</tr>
<tr>
<td>$t_2$</td>
<td>$3988.4$ nm</td>
</tr>
</tbody>
</table>

Table 5.1: Nominal parameters of simple model
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Figure 5.2: Comparison between simple model with nominal parameters and experimental data.
B. Model with focused beam

In the next step the divergence of the focused beam was introduced into the model. As was discussed in Sec. 3.2.2 to model data obtained with focusing probes, it is necessary to fit the angle of incidence $\varphi_0$ and the beam divergence $\varphi_s$. Moreover, we also allow the geometrical parameters of the grating, namely the period $\Lambda$, the grating thickness $h_1$, and the grating opening $r$, to be fitted. The cross section of the model is shown on Fig. 5.3. Figure 5.4 shows fitted quantities $N, C, S$ and comparison between measured and calculated depolarization. Subplots show that the model matches significant peaks in data with sufficient precision, but the amplitudes of peaks are not well modulated. The $\chi^2 = 0.0053$ is much better than for the previous model. Parameters obtained by the fit are summed in Tab. 5.2, in which fitted parameters values are emphasized by bold numbers.

![Figure 5.3: Cross-section of the grating structure.](image)

Table 5.2: Fitted parameters of simple model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_0$</td>
<td>45.64°</td>
</tr>
<tr>
<td>$\varphi_s$</td>
<td>2.84°</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>506.94 nm</td>
</tr>
<tr>
<td>$r$</td>
<td>86.52 nm</td>
</tr>
<tr>
<td>$t_1$</td>
<td>99.59 nm</td>
</tr>
<tr>
<td>$t_2$</td>
<td>3988.4 nm</td>
</tr>
</tbody>
</table>
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Figure 5.4: Comparison between simple model and experimental data.
C. Model with surface roughness

In the next step of modeling, we have introduced a surface roughness on the top of the gold grating. The roughness was simulated as a thin film on the top of the gold with optical functions described using the Bruggeman effective medium approximation (BEMA), see Sec. 3.2.3 for definition. We use fixed volume fraction $f = 0.5$ [105, 127, 128] and the fitted thickness $t_3$. The cross section of the model is shown on Fig. 5.5. Parameters estimated by previous model were used as initial values for the fit. Figure 5.6 shows comparison between experimental data and best fit model. Table 5.3 summarizes fitted parameters. Note that $\chi^2 = 0.0013$ is much smaller than for previous model, which proves necessity to include roughness.

![Diagram of grating structure with surface roughness](image)

Figure 5.5: Cross-section of the grating structure with surface roughness.

Table 5.3: Fitted parameters of model with roughness

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_0$</td>
<td>44.38°</td>
</tr>
<tr>
<td>$\varphi_s$</td>
<td>3.11°</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>502.19 nm</td>
</tr>
<tr>
<td>$r$</td>
<td>76.60 nm</td>
</tr>
<tr>
<td>$t_1$</td>
<td>92.59 nm</td>
</tr>
<tr>
<td>$t_2$</td>
<td>3988.4 nm</td>
</tr>
<tr>
<td>$t_3$</td>
<td>15.01 nm</td>
</tr>
</tbody>
</table>

$\chi^2 = 0.0013$
Figure 5.6: Comparison between model with surface roughness and experimental data.
D. Final model of the structure with the residual PMMA

To achieve the best fit of the experimental data, the residual layer of the PMMA photo-resist was introduced in the model. The dispersion of PMMA resist was taken from Ref. [129]. The assumption of residual PMMA leads to further reduction of \( \chi^2 \) from 0.0013 to 0.0011, therefore we found model good-enough to describe our experimental data. From the \( \chi^2 \) reduction we can conclude, that PMMA was really present. The cross section of the model is shown on Fig. 5.7. Table 5.4 summarizes best-fit parameters (denoted as bold symbols). Note that total thickness of the grating is given as \( t_1 + \frac{1}{2}t_3 + t_4 = 98.74 \text{ nm} \). The thickness of the layer representing the surface roughness was taken as the \( \frac{1}{2}t_3 \) due to the fixed volume fraction \( f = 0.5 \) (see Sec. 3.2.3). Figure 5.8 shows very good agreement between model and data. Moreover, calculated and measured depolarization are in very good agreement.

![Diagram of grating structure with surface roughness and residual PMMA](image)

Figure 5.7: Cross-section of the grating structure with surface roughness and residual PMMA.

<table>
<thead>
<tr>
<th>Table 5.4: Parameters of the best-fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi^2 = 0.0011 )</td>
</tr>
<tr>
<td>( \varphi_0 = 44.33^\circ )</td>
</tr>
<tr>
<td>( \Lambda = 502.6 \text{ nm} )</td>
</tr>
<tr>
<td>( t_1 = 68.16 \text{ nm} )</td>
</tr>
<tr>
<td>( t_3 = 13.55 \text{ nm} )</td>
</tr>
</tbody>
</table>
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Figure 5.8: Comparison between model with surface roughness and residual PMMA and experimental data.
**Sensitivity on partial sample illumination**

Since the size of the spot of the focused beam is approximately 150 µm in diameter and the size of the grating is $350 \times 350$ µm, the analysis of possible partial illumination of the sample has to be done. In order to understand effects of partial illumination of the sample we performed $x - y$ scan over the surface of the sample. It is known, that partial illumination of the sample and the substrate can be observed in the Mueller matrix data as the depolarization [106]. Figure 5.9 shows image of fabricated structures (left subplot), and measured depolarization over surface of the sample (right subplot). The right subplot directly shows, that minimal depolarization is measured on the grating and on the pure substrate. In case of partial illumination of the grating (or labels under gratings), the depolarization increases.

Figure 5.9: Left: Photography of fabricated samples with marked area of $x - y$ scan. Right: measured depolarization at the photon energy of 2.149 eV.
5.1.3 Comparison between simulated and measured optical data

In this section we compare measured data on single grating with data calculated from developed model (Fig. 5.10). Best-fit parameters of geometry and angular spread $\varphi_s$ were used for simulation and the angle of incidence $\varphi_0$ was varied from $20^\circ$ to $60^\circ$. Figure 5.10 shows a comparison of the calculated and measured $N$, $S$, and $C$ quantities.

From both measured and calculated data in Fig. 5.10 we can directly distinguish dispersive modes and dispersionless modes with respect to the angle of incidence or thus parallel $k$ vector (close to wavelength of 500 nm, Sec. 4.2.2). This observation is further used in analysis and estimation of the operational point of the structure; estimation of the angle of incidence where the coupling of cavity and plasmon mode increases the MO effect. But before that, the analysis of all samples and comparison between the measured and calculated MO response should be done. Detailed description of dispersive and non-dispersive grating modes is summarized and discussed in the Chapter 4 in the Sec. 4.2 and will be discussed later in this chapter.
Figure 5.10: Comparison between calculated (left column) and measured (right column) quantities $N, S, C$. 
5.2 Global fit of fabricated samples

In Sec. 3.4 we have described the fabrication process of 15 samples (see samples layout on Fig. 3.16). Samples with different opening were fabricated by variation the dose from 900 to 1040 $\mu$C/cm$^2$. The openings $r$ were approximately estimated from SEM observations. Best fit of the Mueller matrix data measured on sample p500_1040 shows a difference between the gap estimated from the SEM and from the model (63 nm vs. 77.4 nm), therefore it was necessary to perform a fitting procedure of the gaps of all fabricated gratings. To eliminate possible correlations between parameters of the model we performed a global fit. The same parameter coupling approach was used for the angle of incidence, the angular spread, the period, and the thickness of the layer representing surface roughness. The coupling of parameters leads to increase uniqueness of parameters and eliminates possible correlations between parameters. In the global fit we have used model of the grating with surface roughness (see Sec. 5.1.2). Despite the fact, that model with surface roughness and residual PMMA gives the best fit, we have used model without residual PMMA, because it can describe the structure with good agreement with less free parameters. Assumption of the residual PMMA inside the gap would lead to significant increase of free parameters because the thickness of the PMMA in each grating could be different (i.e. 15 extra free parameters). Since the sample was fabricated at the same time and under the same condition, we can expect the same thickness and period of the each particular grating. Moreover, the Mueller matrix data of all gratings were measured using the $x-y$ mapping stage, therefore the angle of incidence could be taken as a common parameter for all spectra. Those preconditions leads to significant reduction of free parameters. The total number of free parameters of the global fit was 20.\(^1\)

The results of the fit are listed in Tab. 5.5. Fitted angle of incidence, angle of angular spread, grating thickness and period are almost the same as the values obtained by single spectra fits presented in the previous section. All fitted parameters are denoted as bold symbols. The $\chi^2$ was calculated separately for each sample and it shows values comparable to single sample fits. The fitted air-gap $r$ is compared with SEM observation and comparison with nominal parameters is included. Fitted air-gap shows the same trend as observed. Figure 5.11 shows graphically comparison of air-gap $r$ obtained on all samples by SEM and by the global fit. Figure 5.12 shows the fitted ellipsometric quantity $N$ to the experimental data. The difference of the air-gap width obtained by SEM and by the global fit comes from the fact, that SEM observations are local, but the ellipsometric data represents global response (averaged effect over the size of the spot). The key

\(^1\) Assuming $N = 25$ Fourier harmonics (see Sec. 2.5.2) the fitting procedure costs $\approx 18000$ CPU hours, i.e. three day of parallel computing on 256 CPUs.
information from global fit is, that it shows the same trend of change of the air-gap as was observed by the SEM. Moreover, with the fitted parameters we can reproduce each measured spectra as Fig. 5.12 shows.

Table 5.5: Parameters of the global fit

<table>
<thead>
<tr>
<th>sample:</th>
<th>common fitted parameters:</th>
<th>nominal parameters:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi_0 = 43.33^\circ$</td>
<td>$\phi_s = 3.05^\circ$</td>
</tr>
<tr>
<td></td>
<td>$t_1 = 95.3$ nm</td>
<td>$t_2 = 3988.4$ nm</td>
</tr>
<tr>
<td></td>
<td>$\phi_0 = 45^\circ$</td>
<td>$\phi_s = 3^\circ$</td>
</tr>
<tr>
<td></td>
<td>$t_1 = 100$ nm</td>
<td>$t_2 = 3988.4$ nm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>sample:</th>
<th>$r_{SEM}$ nm</th>
<th>$r_{fit}$ nm</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. p500_1040</td>
<td>63</td>
<td>77.4</td>
<td>0.002</td>
</tr>
<tr>
<td>2. p500_1030</td>
<td>66</td>
<td>78.4</td>
<td>0.0015</td>
</tr>
<tr>
<td>3. p500_1020</td>
<td>72</td>
<td>87.7</td>
<td>0.0016</td>
</tr>
<tr>
<td>4. p500_1010</td>
<td>96</td>
<td>115.1</td>
<td>0.0018</td>
</tr>
<tr>
<td>5. p500_1000</td>
<td>92</td>
<td>84.1</td>
<td>0.0020</td>
</tr>
<tr>
<td>6. p500_990</td>
<td>96</td>
<td>101.5</td>
<td>0.0013</td>
</tr>
<tr>
<td>7. p500_980</td>
<td>97</td>
<td>115.3</td>
<td>0.0016</td>
</tr>
<tr>
<td>8. p500_970</td>
<td>110</td>
<td>116.3</td>
<td>0.0014</td>
</tr>
<tr>
<td>9. p500_960</td>
<td>110</td>
<td>119.0</td>
<td>0.0016</td>
</tr>
<tr>
<td>10. p500_950</td>
<td>116</td>
<td>120.7</td>
<td>0.0017</td>
</tr>
<tr>
<td>11. p500_940</td>
<td>130</td>
<td>120.8</td>
<td>0.0016</td>
</tr>
<tr>
<td>12. p500_930</td>
<td>114</td>
<td>134.5</td>
<td>0.0014</td>
</tr>
<tr>
<td>13. p500_920</td>
<td>137</td>
<td>137.1</td>
<td>0.0016</td>
</tr>
<tr>
<td>14. p500_910</td>
<td>142</td>
<td>147.1</td>
<td>0.0017</td>
</tr>
<tr>
<td>15. p500_900</td>
<td>145</td>
<td>147.3</td>
<td>0.0016</td>
</tr>
</tbody>
</table>
Figure 5.11: The openings $r$ estimated by SEM and by global fitting procedure are compared.
Figure 5.12: Ellipsometric quantity $N$ obtained by global fit procedure on 15 samples is compared with experimental data.
5.3 Transverse magneto-optical response of the sample

This section is focused on the analysis of the magneto-optical response of the structure. The magneto-optical response is calculated using the model with residual PMMA described in Sec. 5.1.2 and magnetooptical constants of Bi:GIG determined in Sec. 3.3 (Fig. 3.14). To quantify the MO response in the transverse configuration, we define $\delta R$ quantity as follows:

$$
\delta R = \frac{R_p}{R_s} (+M_{sat}^x) - \frac{R_p}{R_s} (-M_{sat}^x),
$$

where ratio $R_p/R_s$ is directly related to the ellipsometric angle $\psi$ [Eq. (5.3)] and $\pm M_{sat}^x$ represents saturation magnetization in transverse magneto-optical configuration. For the MO measurements we have used the same in-plane magnet as applied for the MO characterization of the Bi:GIG layer. In order to reduce noise in the data, we averaged three spectra for each orientation of the same magnetization.

5.3.1 Comparison between measured and simulated magneto-optical response

In the first step the model is compared with measured MO data. The MO data were obtained for the same configuration of the ellipsometer, therefore we can directly use the already fitted model. Figure 5.13 shows on the left subplot a comparison of the relative reflectivity $R_p/R_s$ between measured data and model. The calculated $s$-reflectivity flat spectrum (green line) is included to demonstrate, that all key-features appear for $p$-polarization. The right subplot shows the calculated and the measured MO quantity $\delta R$. This illustrates how the model describes the MO response in a very good agreement. Thus we can use the model to determine the origin of the MO effect by field distribution plots, calculate MO response for different angle of incidence, etc.

Figure 5.14 shows a comparison between measured and calculated MO effect $\delta R$ as a function of wavelength and incident angle. Experimental data were obtained by a scan over the wide interval of the angle of incidence from $20^\circ$ to $60^\circ$ with the step of $0.5^\circ$. The experimental data (right subplot) are compared with the model (left subplot). Figure gives an important information about the amplitude of the MO effect as a function of the angle of incidence. Maximal MO effect was measured (right subplot) for the angle of incidence in interval from $40^\circ$ to

---

2. In the first part of the experiment we performed optical measurements. After that the magnet was installed without any mechanical manipulation of the ellipsometer.
Figure 5.13: Left: comparison between calculated and measured relative reflectivity $R_p/R_s$. Right: Comparison between measured and calculated MO effect.

50° and close to 20°. For further analysis both interesting points have pros and cons. Disadvantage of the maximum of the MO effect around 45° is that different plasmon modes interact at this point. Therefore the analysis of MO behavior is not straightforward. Moreover, we have already noticed (in Sec. 5.1.3) that cavity mode is excited in region of shorter wavelengths, around 500 nm. Thus the MO data measured close to the angle of incidence of 20° represent the simple case of this coupling just between the cavity mode with a single plasmon mode. The analysis of coupling is presented in the next section.

Figure 5.14: Measured and calculated MO effect as a function of the wavelength and the angle of incidence are compared.
5.3.2 Incident angle estimation for the maximal coupling effect

In this work we are mainly interested in the coupling between the surface plasmon and cavity mode and more importantly what impact this coupling has on the MO effect. As was shown in the previous section (on the experimental and the numerical data), the maximal MO response is achieved for angles of incidence around 20° and around 45°. Figure 5.15 shows the measured map of the relative reflectivity $R_p/R_s$ and the MO effect $\delta R_p/R_s$. On the left subplot we clearly recognize curved dispersion curves of surface plasmons and flat (dispersionless) cavity modes. The evolution of the relative reflectivity and the MO effect for angles of incidence of 20°, 30°, and 45° is shown on Fig. 5.16 and the spectral position of main peaks are marked.

Figure 5.15: Measured map of the relative reflectivity (left) and the MO effect $\delta R_p/R_s$ for the angle of incidence from 20° to 60°.

Figure 5.16 shows the different shape of two main MO peaks: blue (for 20°), red (45°). At the 20° the MO effect switches sign from negative to positive when increasing the wavelength starting at the plasmon resonance. For the SPP at 45° this switching behavior is reversed. This is explained by different order of plasmon mode. The blue curve represents $+2^{nd}$ and the red one represents $-1^{st}$ plasmon mode. For the definition of the order of plasmon mode see (4.14), the opposite sign change is described by (4.25).

Figure 5.17 shows the distribution of the field components $H_x$ calculated for the three main peaks at 747 nm, 786 nm, 886 nm (marked on Fig. 5.16). The first subplot (left) shows field enhancement both at the grating-Bi:GIG interface and inside the grating cavities. The second subplot shows relatively small field enhancement in Bi:GIG, which is in accordance with weak measured MO response.
Figure 5.16: Relative reflectivity and MO effect measured at angles of incidence of 20°, 30°, and 45°.

Figure 5.17: Field component $H_x$ distribution calculated at the wavelength of 741 nm, 786 nm, and 886 nm ad the angle of incidence of 20°, 30°, and 45°, respectively.

Finally, third subplot shows field enhancement at the Bi:GIG and inside the cavity which also leads to significant MO response. Moreover, the fieldplot shows field concentration on at the top side of the grating, which is related to the (partial) plasmon excitation at the top of the grating at the gold-air interface. Thus the field enhancement inside the cavity is not given as resonant cavity mode itself, but as an energy channel. Because of the complicated behavior for 45°, we have decided to study the less complicated situation of two modes coupling at the angle of incidence of 20°.
5.4 Impact of modes coupling to optical and MO response

In this section the impact of interaction between surface plasmon and cavity mode is analyzed. In the first part we experimentally confirm previous theoretical results on coupling between SPP and cavity modes. We demonstrate both experimentally and by the model how the position of the plasmon peak is affected by variation of the width of the air-gap $r$. The same procedure is then repeated for the analysis of the MO response. The model used for the simulations was based on the real structure parameters obtained from the global fit in Sec. 5.2. Only the angle of incidence $\varphi_0 = 20^\circ$ was used instead of fitted one and the opening $r$ was varied. By the global fitting procedure we have obtained systematic change of the grating air gap with a good armament with the SEM observation (Fig. 5.11 and Tab. 5.5). Therefore in following simulations we use equidistant change of the value and compare the result with the measured drift of the peaks. As was mentioned in previous section, for the incident angle of $20^\circ$ (and principally below) only single surface plasmon mode and cavity mode interacts, which makes analysis less complicated.

5.4.1 Effect of modes coupling observed in relative reflectivity spectra

Figure 5.18 shows a zoom of the relative reflectivity $R_p/R_s$ near the $+2^{\text{nd}}$ plasmon peak at 730 nm. A blue shift of the plasmon peak for increasing width of the air gap $r$. Obtained experimental data are compared with simulations on the right subplot and the same shift is observed. Therefore we can conclude that the shift originates from the change of the grating’s geometry and it is not artificial effect from experiment (system alignment etc.).
Figure 5.18: Zoom of the plasmon peak at $\varphi_0 = 20^\circ$. Experimental data obtained on samples with different dose (left subplot) are compared with numerical data obtained for different opening $r$. Measured systematic change of the peak width, amplitude, and a blue-shift of spectral position of the plasmon peak is in good agreement with a numerical data (right subplot).

### 5.4.2 Experimental observation of TMOKE switching

In Chapter 4 in Sec. 4.5 we have predicted possible switching of the TMOKE by optimization of the grating air gap. This was predicted Fig 4.22 (which is repeated below and was calculated for the $\varphi_0 = 10^\circ$). At this point we prove the...
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Figure 5.20: Trend of the MO peak shift measured on 15 samples with various opening $r$ is compared with systematic shift obtained by simulations.

predicted phenomena by the experimental observations. As the first step we have used developed the model of the structure (described in Sec. 5.1.2) and recalculate MO response as the function of the grating air gap. For the experimental confirmation we have measured MO response of fifteen samples, analyze the drift of the MO peak, and compared with the numerical data. Moreover, the bottom subplot shows the measures switching phenomena at the fixed photon energy 1.68 eV.

Figure 5.21 shows on the left subplot zoom on MO peaks calculated for different widths of the air gap. The blue shift of the MO peak is clearly visible. The right subplot shows zoom on measured MO peak on different samples (with different width of the air gap). The subplot clearly demonstrate the blue shift of the MO peak by the increasing air gap, which is in good agreement with the predictions.
Figure 5.21: Detail on MO peak at $\varphi_0 = 20^\circ$. The numerical data obtained for different opening $r$ (right subplot) are compared with the experimental data obtained on samples with different dose. Measured systematic change of the peak width, amplitude, and a blue-shift of spectral position of the plasmon peak are in good agreement with a numerical data (right subplot).

These magneto-optical observations confirm the presented theory of the TMOKE geometrical tuning in the 1D magnetoplasmonic grating.
5.5 Conclusion of the chapter

The main result of this chapter and the main result of this thesis is experimental confirmation of previously predicted TMOKE tuning or even inverting (without magnetization inverting) by a proper adjusting of the grating geometry. For conclusive demonstration of the phenomena we have presented detailed process of optical characterization of the fabricated structures. The developed advanced model assuming the experimental angular spread of the incidence Gaussian beam also contributed to this and allowed to explain the presence of interference fringes in the Mueller spectra. The described technique is a generic tool that can be used to study magneto-optic structures in many different configurations or geometries.
Achieved results and Perspectives

Achieved results

Objective of this work was the study of TMOKE response of the 1D periodic magnetoplasmonic gratings, analysis of resonant modes, and impact of their coupling to the enhancement of the TMOKE. Achieved work and results can be summarized in four groups:

1. Coupling of cavity and plasmon modes in magnetoplasmonic structure
   - The main result of this work is explanation and experimental confirmation of new observed phenomena of the TMOKE enhancement and it was demonstrated how the sign of the TMOKE can be reversed without change in magnetization. Numerically this phenomena was explained as the effect of interaction between grating resonances (cavity and surface plasmon modes) and it was demonstrated how the TMOKE can be tuned via slight adjustment of the grating geometry (Chapter 4, Section 4.3) – published in [65, 66].
   - To confirm theoretical results a set of fifteen real magnetoplasmonic grating was fabricated by electron beam lithography and lift off technique. Magneto-optic response of the samples was measured with Mueller matrix ellipsometer and the experimental data prove predicted effect with very good agreement (Chapter 5, Section 5.4).

2. Determination of optical and magneto-optical spectra of used materials:
   - Optical functions of material used for fabrication of samples were fitted from Mueller matrix reflection and intensity transmission spectra (Chapter 3, Sections 3.2.3 - 3.2.4 ) – published in [130].
   - Depolarization effects introduced by ellipsometric setup, finite spectral resolution, and focusing of the beam were analyzed (Chapter 3, Section 3.2.2).
   - Mueller matrix ellipsometer was extended with in-plane permanent magnet controlled by PC. The magnet was used for characterization of MO properties of Bi:GIG and for MO experiments on magnetoplasmonic gratings (Chapter 3, Section 3.2.5 – published in [131].

3. Development of advanced models of real fabricated magnetoplasmonic structures:
   - Model of the 1D plasmonic grating assuming fabrication imperfections, like a surface roughness on a top of the grating and residual PMMA photo resist inside the grating air gaps and divergence of the focused beam, was developed. The developed model gives very good agreement between measured and calculated MO data (Chapter 5, Section 5.1.2), – published in [131]
   - To characterize widths of air gaps over whole set of fifteen fabricated samples, a global fit with coupled common geometrical parameters was per-
formed. Obtained air gaps by fitting show the same trend as air gaps determined by the SEM observations (Chapter 5, Section 5.2).

4. Development of software for modeling of grating
   – New software program for modeling optical response of the one-dimensional periodic grating based on RCWA was developed in MATLAB and optimized for parallel solution of spectral problems.
   – The parallel implementation of the code was optimized and linear scalability up to 256 cpus was achieved for problems of spectral simulations with included divergence of focused beam (using supercomputing center IT4I).
Perspectives

Though in this thesis we have successfully designed some experiments to confirm aspects of some predicted results, there are indeed a large number of potentially interesting future studies. Here only a small selection of ideas is listed.

For example, in the Chapter 4 we have predicted the coupling between SPP and cavity modes via the grating thickness and air gap width variation. However experimental samples fabricated by method described in Chapter 3 confirm only predictions on grating air gap variation. It would be great to analyze the coupling and compare the magneto-optical response obtained by the grating thickness variation. Samples for this experiments were already fabricated.

In addition the structures studied in this thesis are one dimensional, perfectly rectangular and were studied in the planar diffraction configuration and the transverse magnetization. The most obvious future work is to extend to the conical diffraction configuration, to the 2D periodic structures and to the study of effects for the longitudinal or polar magnetization. The conical diffraction configuration should be promising for precise optical characterization and for study of nonreciprocal mode-conversion. These 2D structures should also have interesting optical properties in both the reflection and the transmission configuration. Study of the structures with conical profile could bring new effects in tuning of the cavity modes and an important information about fabrication process itself.

The next direction of research was opened by the theoretical proposition of the waveguide structure. Further study and optimization of the structure is obvious. The structure should be designed from compatible (from fabrication point of view) materials and it should operate for the fundamental guided mode. The integrated device may operate as an optical isolator or modulator, depending on fixed or modulated magnetization.

At last but not least the transfer of the presented theoretical and experimental results on magnetoplasmonic structures into far infrared and THz domain could be useful in the design of new optical components.
A Parallel implementation of the RCWA

Our implementation of the RCWA was done in MATLAB software. For parallelization we have used the Matlab Distributed Computing Engine, Matlab Distributed Computing toolbox and OPEN MPI library for communication between nodes over InfiniBand network. The code was optimized for supercomputing cluster Anselm in the frame of software resources of IT4Innovation National Supercomputing Center.

Efficiency of our parallel implementation of the RCWA is demonstrated on the developed model of the plasmonic grating in Chapter 5. Figure A.1 shows the cross-section for the structure used for testing of the code efficiency. In the testing we have consider model with the following parameters: $\Lambda = 500$ nm, $r = 75$ nm, $t_1 = 90$ nm, $t_2 = 4000$ nm, $t_3 = 15$ nm, $\phi_0 = 45^\circ$, 30 Fourier harmonics ($N = 30$, see Sec. 2.5.2), and for the spectral domain with 1088 points of wavelength range from 210 nm to 1700 nm.\(^1\)

Figure A.1: Cross-section of the grating structure with surface roughness used for analysis of the parallelization efficiency.

A.1 Parallelization and scalability

In the spectral simulations each spectral point represents individual and independent eigenvalue problem. Than a proper parallelization of the code may strongly reduce required computing time. Our implementation of the parallel RCWA was done in the sense *divide et impera*, when the spectral problem is split into set of spectral subproblems. Each of subproblems represents a few individual eigenvalue problems which are solved one-by-one on a single core. Figure ?? shows the parallelization approach schematically. The method of parallelization based on splitting into subproblems reduces required communication time between computing nodes significantly. This approach gives better efficiency than method when each of spectral points is solved separately as a subproblem. We

---

1. Number of the spectral points corresponds to spectral resolution of the used Mueller matrix ellipsometer.
have tested the code for the introduced structure and for spectral domain containing 1088 points. By the numerical testing we found almost linear reduction of computing time up to 64 parallel jobs, i.e. 64 cores. Figure A.3 shows comparison of ideal linear scaling (red line) when computation on 64 cores need $1/64$ computing time of a single-core simulation, and measured scaling of our code. Further increase of number of parallel jobs decrease ratio between communication and calculation time and the efficiency decreases.

![Scalability of spectral problem](image)

Figure A.3: Scalability of single spectra problem.

In the next step of the code parallelization we have used an advantage of the Mueller matrix simulations of the divergent incident beam described in Sec. 3.2.2. For this type of simulation, the spectrum of Mueller matrix needs to be recalculated for each partial angle from the interval of incident angles. According to our numerical experiments the assumption of 11 partial beams within the interval $\varphi_0 - \varphi_s$ to $\varphi_0 + \varphi_s$ is sufficient to describe the depolarization effect originating...
from the focused beam. The benefit on the Mueller matrix simulations of the divergent beam comes from the fact, that the result is achieved as a weighted sum of a partial Mueller matrix spectra.

Figure A.4 shows used parallelization approach schematically. In the first step, 11 partial spectral problems are defined. In the second step each spectral problem is split into set of the subproblems. Each subproblem represents part individual part of whole spectrum and one partial angle of incidence. All subproblem sets are collected and in the next step distributed for parallel execution. With described approach we have improved scalability of our code up to 256 cores. Figure A.5 shows comparison between ideal linear and measured scaling of our code.
Figure A.5: Scalability of spectral problem assuming beam divergence.
# Used abbreviations and symbols

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCWA</td>
<td>Rigorous Coupled Waves Analysis</td>
</tr>
<tr>
<td>MO</td>
<td>Magneto-Optical</td>
</tr>
<tr>
<td>TMOKE</td>
<td>Transverse Magneto-optical Kerr Effect</td>
</tr>
<tr>
<td>LPE</td>
<td>Liquid Phase Epitaxy</td>
</tr>
<tr>
<td>MZI</td>
<td>Mach-Zender Interferometer</td>
</tr>
<tr>
<td>MMI</td>
<td>Multi-Mode Interference</td>
</tr>
<tr>
<td>SOI</td>
<td>Silicon-On-Insulator</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscopy</td>
</tr>
<tr>
<td>SPP</td>
<td>Surface Plasmon Polarion</td>
</tr>
<tr>
<td>FP</td>
<td>Fabry-Perot</td>
</tr>
<tr>
<td>TE</td>
<td>Transversal Electric polarization</td>
</tr>
<tr>
<td>TM</td>
<td>Transversal Magnetic polarization</td>
</tr>
<tr>
<td>KK</td>
<td>Kramers-Krönig</td>
</tr>
<tr>
<td>BEMA</td>
<td>Bruggeman Effective Medium Approximation</td>
</tr>
<tr>
<td>MIBK</td>
<td>Methyl Isobutyl Ketone</td>
</tr>
<tr>
<td>IPA</td>
<td>Isopropyl Alcohol</td>
</tr>
</tbody>
</table>

- $\times$ cross product
- $\nabla \cdot$ divergence operator
- $\nabla \times$ curl operator
- $[.]$ Fourier coefficients vector with respect to $y$ axis
- $[[.]|$ Toeplitz matrix of Fourier coefficients respect to $y$ axis
- $\Re$ real part
- $\Im$ imaginary part
- $\delta_{ij}$ Kroenecker symbol
- $\otimes$ Kronecker product
E(r, t)  electric field vector
H(r, t)  magnetic field vector
D(r, t)  electric displacement
B(r, t)  magnetic flux density
ρ(r, t)  charge density
j(r, t)  current density vector
P(r, t)  polarization volume density vector
M(r, t)  magnetization volume density vector
E'(r, t) normalized electric field vector
H'(r, t) normalized magnetic field vector
e  electric field polarization vector
h  magnetic field polarization vector
e'  normalized electric field polarization vector
h'  normalized magnetic field polarization vector
E0  electric field vector amplitude
H0  magnetic field vector amplitude
E0'  normalized electric field vector amplitude
H0'  normalized magnetic field vector amplitude
\( \hat{\epsilon} \)  electric permittivity tensor
\( \hat{\epsilon}' \) complex electric permittivity tensor
\( \hat{\chi}_e \)  electric susceptibility tensor
\( \hat{\sigma} \)  electric conductivity tensor
\( \hat{\epsilon}_R \)  relative permittivity
\( \epsilon_{i,j} \) components of permittivity tensor
\( \epsilon_0 \)  free space electric permittivity
\( \mu_0 \)  free space magnetic permeability
M  magnetization vector
K_{ijk}  components of linear magneto-optic tensor
r  space position vector
x, y, z  space coordinates
t  time
i  imaginary unit
k  wavevector
k0  free space wave vector amplitude
ν  normalized wave vector
ω  angular frequency
λ  wavelength
f  fill factor
Λ  grating period
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Q</strong></td>
<td>vector of linear magneto-optical parameters</td>
</tr>
<tr>
<td>(d^{(n)})</td>
<td>thickness of the n-th layer</td>
</tr>
<tr>
<td>(\varphi_0)</td>
<td>angle of incidence</td>
</tr>
<tr>
<td>(\sigma_{\text{max}})</td>
<td>maximal singular value</td>
</tr>
<tr>
<td>(\psi)</td>
<td>ellipsometric amplitude angle</td>
</tr>
<tr>
<td>(\Delta)</td>
<td>ellipsometric phase angle</td>
</tr>
<tr>
<td>(r_{ij})</td>
<td>reflection coefficient</td>
</tr>
<tr>
<td>(t_{ij})</td>
<td>transmission coefficient</td>
</tr>
<tr>
<td>(R_{ij})</td>
<td>reflectivity matrix components</td>
</tr>
<tr>
<td><strong>T</strong></td>
<td>total transfer matrix</td>
</tr>
<tr>
<td><strong>S</strong></td>
<td>total scattering matrix</td>
</tr>
<tr>
<td><strong>I</strong></td>
<td>unity matrix</td>
</tr>
<tr>
<td><strong>C</strong></td>
<td>matrix of eigenvalues problem</td>
</tr>
<tr>
<td><strong>V</strong></td>
<td>eigenvalue matrix</td>
</tr>
<tr>
<td><strong>V^{(n)}</strong></td>
<td>eigenvalue matrix in n-th medium</td>
</tr>
<tr>
<td><strong>T</strong></td>
<td>eigenvectors matrix</td>
</tr>
<tr>
<td><strong>T^{(n)}</strong></td>
<td>eigenvectors matrix in n-th medium</td>
</tr>
<tr>
<td><strong>F</strong></td>
<td>Fourier base vectors diagonal matrix</td>
</tr>
<tr>
<td><strong>P</strong></td>
<td>propagation matrix</td>
</tr>
<tr>
<td>(P^{\text{up}})</td>
<td>upwards propagating modes propagation matrix</td>
</tr>
<tr>
<td>(P^{(n)}_{\text{down}})</td>
<td>downwards propagating modes propagation matrix</td>
</tr>
<tr>
<td><strong>p</strong></td>
<td>matrix of normalized wave vectors x axis tangential components</td>
</tr>
<tr>
<td><strong>q</strong></td>
<td>matrix of normalized wave vectors y axis tangential components</td>
</tr>
<tr>
<td><strong>B</strong></td>
<td>matrix relating continuous and discontinuous components of electric field and electric displacement</td>
</tr>
<tr>
<td><strong>Q</strong></td>
<td>matrix representing permittivity of the grating after FF applied in y direction</td>
</tr>
<tr>
<td><strong>A</strong></td>
<td>amplitudes vector</td>
</tr>
<tr>
<td>(A^{\text{up}})</td>
<td>upwards propagating modes amplitudes vector</td>
</tr>
<tr>
<td>(A^{\text{down}})</td>
<td>downwards propagating modes amplitudes vector</td>
</tr>
<tr>
<td><strong>M</strong></td>
<td>Mueller matrix</td>
</tr>
<tr>
<td>(M_{ij})</td>
<td>Mueller matrix components</td>
</tr>
<tr>
<td>(P_q)</td>
<td>depolarization index</td>
</tr>
<tr>
<td>(M^{\text{diff.}})</td>
<td>differential Mueller matrix</td>
</tr>
<tr>
<td>(E_{\text{ph}})</td>
<td>photon energy</td>
</tr>
<tr>
<td>(n_{\text{eff}})</td>
<td>effective index</td>
</tr>
</tbody>
</table>
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