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Abstract

Data compression has been widely applied in many data processing areas. Compression methods use variable-length codes with the shorter codes assigned to symbols or groups of symbols that appear in the data frequently. There exist many coding algorithms, e.g. Elias-delta codes, Fibonacci codes and other variable-length codes which are often applied to encoding of numbers. Although we often do not consider time consumption of decompression as well as compression algorithms, there are cases where the decompression time is a critical issue. For example, a real-time compression of data structures, applied in the case of the physical implementation of database management systems, follows this issue. In this case, pages of a data structure are decompressed during every reading from a secondary storage into the main memory or items of a page are decompressed during every access to the page. Obviously, efficiency of a decompression algorithm is extremely important. Since fast decoding algorithms were not known until recently, variable-length codes have not been used in the data processing area. In this article, we introduce fast decoding algorithms for Elias-delta, Fibonacci of order 2 as well as Fibonacci of order 3 codes. We provide a theoretical background making these fast algorithms possible. Moreover, we introduce a new code, called the Elias-Fibonacci code, with a lower compression ratio than the Fibonacci of order 3 code for lower numbers; however, this new code provides a faster decoding time than other tested codes. Codes of Elias-Fibonacci are shorter than other compared codes for numbers longer than 26 bits. All these algorithms are suitable in the case of data processing tasks with special emphasis on the decompression time.
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1. Introduction

Data compression has been widely applied in many data processing areas. Various compression algorithms were developed for processing text documents, images, video, etc. In particular, data compression is of the foremost importance and has been well researched as it is presented in excellent surveys [24, 31].

Various codes have been applied for data compression [25]. In contrast with fixed-length codes, statistical methods use variable-length codes, with the shorter codes assigned to symbols or groups of symbols that have a higher probability of occurrence. People who design and implement variable-length codes have to deal with these two problems: (1) assigning codes that can be decoded unambiguously and (2) assigning codes with the minimum average size.

In some applications, a prefix code is required to code a set of integers whose length is not known in advance. The prefix code is a variable-length code that satisfies the prefix attribute. As we know, the binary representation of integers does not satisfy this condition. In other words, the size \( n \) of the set of integers has to be known in advance for the binary representation since it determines the code size as \( 1 + \lfloor \log_2 n \rfloor \). Several prefix codes such as Elias [4], Fibonacci [6, 2], Golomb [8, 30], and Huffman codes [10] are well-known representatives of prefix codes.

Although we often do not consider time consumption of decompression as well as compression algorithms, there are cases where these times are a critical issue. Furthermore, there are applications where the time consumption of a decompression algorithm is more important than the time of a compression algorithm. For example, real-time compression of data structures [26, 7], wireless network communication [16], and text decompression [20, 5, 15, 18, 1, 19, 22, 27, 32] follow this issue. In the case of data structures, pages are decompressed during every reading from a secondary storage into the main memory or items of a page are decompressed during every access to the page. Obviously, efficiency of a decompression algorithm is extremely important.

Data structures (like B-tree [3] or R-tree [9]) often store similar items on one page. When difference coding [24] is applied to the items, it is necessary to compress small values. Variable-length codes are suitable for the compression of these values. Since fast decoding algorithms are not yet known and conventional decoding algorithms require long decoding times, variable-length codes have not been used in the compression of data structures, and, in general, in the data processing area.

The first effort of the fast decoding algorithm for Fibonacci codes of order \( \geq 2 \) has been proposed in [11, 12]. Their mapping tables are large and are therefore not useful for large numbers. In contrast, our approach deals with the general length of numbers. Moreover, we introduce fast algorithms for several codes; therefore, the scalability of the proposed method is much higher.

In Section 2, theoretical issues of variable-length codes such as Elias-delta, Fibonacci of order 2 and 3 are described. Moreover, in this section, we introduce a new code called Elias-Fibonacci. In Section 3, we provide a theoretical background of the fast decoding algorithms. These algorithms are based on a finite
automaton. Since the number of automaton states is high, we introduce two types of automaton reduction in Section 4. In Section 5, we compare our work with other works. In Section 6, we describe the fast algorithms for Elias-delta code, Fibonacci codes of order 2 and 3 as well as the Elias-Fibonacci code. In Section 7, experimental results are presented and the proposed algorithms are compared to each other. In the last section, we conclude this paper and outline future works.

2. Overview of Universal Codes

In this section, we describe Elias-delta, Fibonacci family, and the new Elias-Fibonacci codes. We propose conventional coding/decoding algorithms for each code. Although there are other codes, like Elias-gamma [4] and Golomb codes [8, 30], in [30, 28] authors propose that Elias-delta and Fibonacci family codes provide better compression ratio than other codes. We also studied works [11, 12] where the Fibonacci of order 3 is recommended as the most effective code, in this case, for the compression of a textual data. The Huffman code is not suitable for our purpose because it requires the estimation of the probability distribution for all encoded numbers. Even if the probabilities are determined, each number receives a code which must be stored in a decoding table. Moreover, the length of the table is equal to the size of the number domain. Adaptive algorithms for Huffman [17] and Golomb [23] are also not suitable because our method requires fixed precomputed tables. A brief description of these codes can be seen on Wikipedia [29].

2.1. Elias-delta Code

The Elias-delta code is one of the most widely used prefix codes. This code has been introduced by Peter Elias [4]. In this code, each number is represented by a variable-length binary codeword. Some examples of coded numbers are shown in Table 1. An integer is coded as follows:

1. Let $B(n)$ be the binary representation of the number $n$ without insignificant 0-bits. Let $B'(n)$ be $B(n)$ without the leading 1-bit.
2. Let $L(n)$ be the binary representation of the length (number of bits) of $B(n)$.
3. Let $Z(n)$ be a sequence of zeros, where the number of zeros is equal to the length of $L(n) - 1$.
4. The Elias-delta code is then the concatenation $E(n) = Z(n)L(n)B'(n)$.

In Algorithm 1, we see the conventional Elias-delta decoding algorithm. In this algorithm we use symbols $|$, $\&$, $<<$, and $>>$ for the bit OR, AND, left, and right shift operations, respectively. This algorithm includes three blocks related to the above depicted three parts of the Elias-delta code. The decoding process is as follows:
Table 1: Examples of Elias-delta codewords for some integers

<table>
<thead>
<tr>
<th>n</th>
<th>$B(n)$</th>
<th>$Z(n)$</th>
<th>$L(n)$</th>
<th>$B'(n)$</th>
<th>$E(n) = Z(n)L(n)B'(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Length of $L(n)$ as the number of zeros − 1</td>
<td>Length of $B(n)$ as the binary value without the leading bit</td>
<td>Elias-delta code</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>−</td>
<td>1</td>
<td>−</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0 10 0</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>0 10 1</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>0</td>
<td>11</td>
<td>00</td>
<td>0 11 000</td>
</tr>
<tr>
<td>5</td>
<td>101</td>
<td>0</td>
<td>11</td>
<td>01</td>
<td>0 11 011</td>
</tr>
<tr>
<td>6</td>
<td>110</td>
<td>0</td>
<td>11</td>
<td>10</td>
<td>0 11 10</td>
</tr>
<tr>
<td>7</td>
<td>111</td>
<td>0</td>
<td>11</td>
<td>11</td>
<td>0 11 11</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>00</td>
<td>100</td>
<td>000</td>
<td>00 100 000</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>100</td>
<td>1100100</td>
<td>00</td>
<td>111</td>
<td>100100</td>
<td>00 111 100100</td>
</tr>
</tbody>
</table>

1. Read zeros from an input bit stream. Read until the first 1-bit is detected. Store the number of zeros into $Z(n)$. (Lines 4–8)
2. Store the most significant 1-bit into $L(n)$. Read $Z(n)$ bits from the stream into $L(n)$. (Lines 9–14)
3. Read $B'(n)$: meaning read $L(n) − 1$ bits from the input bit stream. $B(n)$ is built by adding the 1-bit as the most significant bit to $B'(n)$. (Lines 15-21)

2.2. Fibonacci Code

The Fibonacci code is based on Fibonacci numbers [14] and it was introduced in [6]. In [2], authors introduced the generalized Fibonacci code. Authors showed that the Elias-delta code is asymptotically longer than the generalized Fibonacci codes (of any order) for small integers, but becomes shorter at a certain point which depends on the order $m$ of the generalized code.

Fibonacci numbers of order $m$ ($m \geq 2$) are defined as follows:

$$F_i^{(m)} = F_{i-1}^{(m)} + F_{i-2}^{(m)} + \ldots + F_{i-m}^{(m)}$$

for $i \geq 1$,

where $F_{-m+1}^{(m)} = F_{-m+2}^{(m)} = \ldots = F_{-2}^{(m)} = 0$,

and $F_{-1}^{(m)} = F_0^{(m)} = 1$.

In Table 2, we see examples of Fibonacci numbers of orders $m = 2$ and $m = 3$. 
**Algorithm 1: Elias-delta decoding algorithm**

### Definition 1. Fibonacci binary encoding and computation of its value

Let $F(m)(n) = a_0a_1a_2...a_k$ be the Fibonacci binary encoding of a positive integer $n$ with Fibonacci numbers of order $m$. The value of the Fibonacci binary encoding, denoted $V(F(n))$, is defined as follows

$$V(F(n)) = n = \sum_{i=0}^{k} a_i F_i^{(m)} \quad (a_i \in \{0, 1\}, 0 \leq i \leq k).$$

In the Fibonacci binary encoding, each bit represents a Fibonacci number $F_i^{(m)}$. Such a number has the property of not containing any sequence of $m$ consecutive 1-bits [2]. This property is utilized for the construction of the Fibonacci code $F^{(m)}(n)$ of number $n$. Fibonacci code $F^{(m)}(n)$ maps $n$ onto a binary string so that the string ends with a sequence of $m$ consecutive 1-bits (denoted $1_m$ in the following text).

#### 2.2.1. Fibonacci code of order 2

A positive integer $n$ is encoded by the Fibonacci code of order 2 with the addition of 1-bit to $F^{(2)}(n)$. It can be done because two consecutive 1-bits do
Table 2: Examples of Fibonacci numbers of orders \( m = 2 \) and \( m = 3 \)

<table>
<thead>
<tr>
<th>( i )</th>
<th>( F_i^{(2)} )</th>
<th>( F_i^{(3)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>44</td>
</tr>
<tr>
<td>7</td>
<td>34</td>
<td>81</td>
</tr>
<tr>
<td>8</td>
<td>55</td>
<td>149</td>
</tr>
</tbody>
</table>

not appear in \( F^{(2)}(n) \). The Fibonacci of order 2 coding algorithm stores the bits in the reverse order; therefore, we utilize a stack for the storage.

Consequently, in the case of Fibonacci of order 2, the coding algorithm of a positive integer \( n \) is as follows:

1. For the positive integer \( n \) find the \( i \)-th index of the largest Fibonacci number satisfying \( F_i^{(2)} \leq n \).
2. If \( F_i^{(2)} \leq n \) compute \( n = n - F_i^{(2)} \) and push the 1-bit to the stack. Otherwise push the 0-bit to the stack.
3. Set \( i = i - 1 \). If \( i \geq 0 \) go to Step 2.
4. While stack is not empty remove a bit from the stack and put bit at the end of \( F^{(2)}(n) \). Obviously, \( F^{(2)}(n) \) does not include any bit when this algorithm starts.
5. Put the 1-bit at the end of \( F^{(2)}(n) \).

In Table 3, we see examples of Fibonacci code of order 2 for some integers.

**Example 1.** Let us consider \( n = 53 \). Due to the fact that \( F_7^{(2)} = 34 \leq 53 < F_8^{(2)} = 55 \), we set \( i = 7 \). Since \( F_7^{(2)} = 34 \leq 53 \), we push 1-bit to the stack (stack = 1). Then we compute \( n = 53 - 34 = 19 \) and \( i = i - 1 = 6 \). Since \( F_6^{(2)} = 21 > 19 \), we push 0-bit to the stack (10) and \( i = 6 \). Since \( F_6^{(2)} = 21 \leq 19 \), we push 1-bit to the stack (101) and \( n = 19 - 13 = 6 \) and \( i = 5 \). Since \( F_5^{(2)} = 13 \leq 19 \), we push 1-bit to the stack (1010) and \( i = 5 \). Since \( F_5^{(2)} = 13 \leq 19 \), we push 1-bit to the stack (10101) and \( n = 6 - 5 = 1 \) and \( i = 2 \). Since \( F_2^{(2)} = 3 > 1 \), we push 0-bit to the stack (101010) and \( i = 1 \). Since \( F_1^{(2)} = 2 > 1 \), we push 0-bit to the stack (1010100) and \( i = 0 \). Since \( F_0^{(2)} = 1 \leq 1 \), we push 1-bit to the stack (10101001), \( n = 0 \), and \( i = -1 \). Due to the fact that \( i < 0 \), we continue with Step 4. We pop bits from the stack and put them to \( F^{(2)}(n) \). This step reverses bits; therefore \( F^{(2)}(n) = 10010101 \). Finally, we put 1-bit at the end of \( F^{(2)}(n) \), the result is as follows: \( F^{(2)}(n) = 100101011 \).
The decoding algorithm works in the opposite way (see Algorithm 2):

1. Set \( n \), \( \text{prev} \), and \( i \) to zero.
2. Read the current bit from the input.
3. If both current bit and \( \text{prev} \) are 1-bits then END.
4. If the current bit is 1-bit add the \( F_i^{(2)} \) number to \( n \).
5. Set \( i = i + 1 \) and \( \text{prev} \) to the current bit. Continue with Step 2.

Table 3: Examples of the Fibonacci code of order 2 for some integers

<table>
<thead>
<tr>
<th>( n )</th>
<th>( F^{(2)}(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>011</td>
</tr>
<tr>
<td>3</td>
<td>0011</td>
</tr>
<tr>
<td>4</td>
<td>1011</td>
</tr>
<tr>
<td>5</td>
<td>00011</td>
</tr>
<tr>
<td>6</td>
<td>10011</td>
</tr>
<tr>
<td>7</td>
<td>01011</td>
</tr>
<tr>
<td>8</td>
<td>000011</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>100</td>
<td>00101000011</td>
</tr>
</tbody>
</table>

input: stream coded by the Fibonacci code of order 2
output: Decoded number \( n \)

1. \( n \leftarrow 0 \);
2. \( \text{prevBit} \leftarrow 0 \);
3. \( \text{pos} \leftarrow 0 \);
4. while true do
5. \( \text{bit} \leftarrow \text{stream}.\text{GetNextBit}() \);
6. if \( \text{prevBit and bit} \) then break;
7. if \( \text{bit} \) then \( n \leftarrow n + F^{(2)}_{\text{pos}} \);
8. \( \text{pos} \leftarrow \text{pos} + 1 \);
9. \( \text{prevBit} \leftarrow \text{bit} \);
10. end

Algorithm 2: Decoding algorithm for the Fibonacci code of order 2

2.2.2. Fibonacci code of order 3 and higher

It is not possible to create Fibonacci codes of order 3 and higher by only appending a sequence of \( (m - 1) \) 1-bits to \( F^{(m)}(n) \). For example, let us suppose \( F^{(3)}(5) = 101 \) and \( F^{(3)}(12) = 1011 \). If we append the 11 sequence to
the Fibonacci binary encoding we obtain following codes: 10111 and 101111, respectively. We get a sequence of four 1-bits at the end of the second code. These two codes are indistinguishable during decoding because the code ends with three 1-bits. We receive the number 5 for both codes; however, the 1-bit at the end of the second code is taken as a part of the next number and lead to error.

Therefore, we must use the Fibonacci sum $S_n^{(m)}$ introduced in [2] to solve this problem. Authors also depicted a proof of the completeness of the code.

**Definition 2. Fibonacci sum**

Let $S_n^{(m)}$ be the sum of Fibonacci numbers. The sum is defined as follows:

$$S_n^{(m)} = \begin{cases} 0, & \text{for } n < -1 \\ \sum_{i=-1}^{n} F_i^{(m)}, & \text{for } n \geq -1 \end{cases}$$

Consequently, the coding algorithm for the Fibonacci code of order 3 and higher for any positive integer $n$ is as follows:

1. If $n = 1$, then $F^{(m)}(n) = 1_m$. END.
2. If $n = 2$, then $F^{(m)}(n) = 01_m$. END.
3. Find $k$ such that $S_{k-2}^{(m)} < n \leq S_{k-1}^{(m)}$. Let $Q = n - S_{k-2} - 1$.
4. Compute $F^{(m)}(Q)$.
5. Append $01_m$ as a suffix to $F^{(m)}(Q)$. If necessary, append leading 0-bits to make $F^{(m)}(n)$ of length $m + k$.

**Example 2.** Let us consider $n = 26$. In Step 3, we get $k = 5$, since $S_{5-2}^{(3)} < n \leq S_{5-1}^{(3)}$, $15 < 26 \leq 28$. We compute $Q = 26 - 15 - 1 = 10$. In Step 4, we get $F^{(3)}(10) = 1101$, since $10 = 1 + 2 + 7 = F_0^{(3)} + F_1^{(3)} + F_3^{(3)}$. Finally, we get $F^{(3)}(26) = 10110111$ after appending the sequence 0111. Obviously, we use the reverse bit ordering in the $F^{(3)}(26)$ code. Since the length is $m + k = 3 + 5 = 8$ we do not append any 0-bits.

In Table 4, we see examples of the Fibonacci code of order 3 for some integers.

The decoding algorithm for the Fibonacci code of order 3 and higher for any positive integer $n$ utilizes the queue holding the last $m + 1$ bits. The algorithm works as follows:

1. Set $Q$ and $i$ to 0.
2. Read a sequence of $m$ consecutive bits from an input stream into the queue. If the sequence only includes 1-bits then $n = 1$. END.
3. Read the next bit from the stream into the queue. If the sequence is 01$_m$ then $n = 2$. END.
4. Remove the bit from the queue. If the $i$-th bit is 1-bit then add the $F_i^{(m)}$ number to $Q$. Set $i = i + 1$. Read the next bit into the queue. Repeat this step until a sequence of 01$_m$ is in the queue.
Table 4: Examples of the Fibonacci code of order 3 for some integers

<table>
<thead>
<tr>
<th>n</th>
<th>F(n)</th>
<th>k − 1</th>
<th>S_{k−1}</th>
<th>F(Q)</th>
<th>(F^{(m)}(n))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prefix</td>
<td>sum</td>
<td>Encoded prefix</td>
<td>Q = n − S_{k−1} − 1</td>
<td>code</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>F(0) = _</td>
<td>111</td>
</tr>
<tr>
<td>2</td>
<td>01</td>
<td>-</td>
<td>-</td>
<td>F(0) = _</td>
<td>0111</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>1</td>
<td>2</td>
<td>F(0) = _</td>
<td>0 0111</td>
</tr>
<tr>
<td>4</td>
<td>001</td>
<td>1</td>
<td>2</td>
<td>F(1) = 1</td>
<td>1 0111</td>
</tr>
<tr>
<td>5</td>
<td>101</td>
<td>2</td>
<td>4</td>
<td>F(0) = _</td>
<td>00 0111</td>
</tr>
<tr>
<td>6</td>
<td>011</td>
<td>2</td>
<td>4</td>
<td>F(1) = 1</td>
<td>10 0111</td>
</tr>
<tr>
<td>7</td>
<td>0001</td>
<td>2</td>
<td>4</td>
<td>F(2) = 01</td>
<td>01 0111</td>
</tr>
<tr>
<td>8</td>
<td>1001</td>
<td>2</td>
<td>4</td>
<td>F(3) = 11</td>
<td>11 0111</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>100</td>
<td>10010110</td>
<td>7</td>
<td>96</td>
<td>F(3) = 11</td>
<td>1100000 0111</td>
</tr>
</tbody>
</table>

5. Calculate \(n = Q + S^{(m)}_{k−1} + 1\).

We see the conventional Fibonacci of order 3 decoding in Algorithm 3. The queue of the length 4 is replaced by four variables for more efficient processing.

2.3. New Elias-Fibonacci code

In this section, we introduce a new Elias-Fibonacci code. In later sections, we will propose advantages of this code compared to other prefix codes. The Elias-Fibonacci code is a universal code for positive integers. It consists of two parts. The second part is a binary representation of the number \(n\) labeled \(B(n)\). The first part is the length of \(B(n)\), labeled \(L(n)\), encoded by the Fibonacci code of order 2. We do not utilize a delimiter in this code; however, we utilize a sequence of two 1-bits between the end of \(F^{(2)}(L(n))\) and start of \(B(n)\). In other words, if we reach two 1-bits in a code, we read \(L(n)\) and we know that we must read \(L(n) − 1\) bits to complete \(B(n)\).

The name of the new code originates from the Elias-gamma code [4]. The prefix of the Elias-gamma code is encoded by unary encoding. In the case of the new code, the prefix is encoded by the Fibonacci code of order 2. Therefore, we have chosen the name as a combination of the names Elias and Fibonacci.

The coding algorithm is defined as follows:

1. Let us suppose \(B(n)\) of a number \(n\) and its length \(L(n)\).
2. Compute \(F^{(2)}(L(n))\).
3. The Elias-Fibonacci code is defined as the following concatenation:

\[
EF(n) = F^{(2)}(L(n))B(n).
\]
The decoding algorithm is defined as follows (see Algorithm 4):

1. Set \( L(n) \) and \( i \) to 0.
2. Read one bit from the input stream. If the previous bit is the 1-bit, continue with Step 4. In the first step of the algorithm we suppose that the previous bit is the 0-bit.
3. Add the \( F^{(2)}_i \) number to \( L(n) \) in the case where the \( i \)-th bit is the 1-bit. Set \( i = i + 1 \). Continue with Step 2.
4. Add the 1-bit as the leading bit to \( B(n) \).
5. Read remaining \( L(n) - 1 \) bits of \( B(n) \) from the input stream.

3. General Principles of Fast Algorithms

In this section, we introduce general principles of fast algorithms. All fast algorithms are based on the finite automaton with precomputed mapping tables.

```plaintext
input : stream encoded by the Fibonacci code of order 3
output: Decoded number \( n \)
1 bit3 ← stream.GetNextBit();
2 bit2 ← stream.GetNextBit();
3 bit1 ← stream.GetNextBit();
4 if bit1 and bit2 and bit3 then
5    \( n \leftarrow 1 \);
6  End;
7 end
8 bit0 ← stream.GetNextBit();
9 if bit0 and bit1 and bit2 then
10   \( n \leftarrow 2 \);
11  End;
12 end
13 Q ← 0;
14 pos ← 0;
15 while not (bit0 and bit1 and bit2) do
16   if bit3 then \( Q \leftarrow Q + F^{(3)}_{pos} \);
17      pos ← pos + 1;
18     bit3 ← bit2;
19     bit2 ← bit1;
20     bit1 ← bit0;
21    bit0 ← stream.GetNextBit();
22 end
23 \( n \leftarrow Q + S^{(3)}_{pos-1} + 1 \);
```

Algorithm 3: Decoding algorithm for the Fibonacci code of order 3
Table 5: Examples of the Elias-Fibonacci code for some integers

<table>
<thead>
<tr>
<th>n</th>
<th>B(n) Binary code</th>
<th>L(n) Length of B(n)</th>
<th>F(2)(L(n))</th>
<th>EF(n) Elias-Fibonacci code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>2</td>
<td>01</td>
<td>01 10</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>2</td>
<td>01</td>
<td>01 11</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>3</td>
<td>001</td>
<td>001 100</td>
</tr>
<tr>
<td>5</td>
<td>101</td>
<td>3</td>
<td>001</td>
<td>001 101</td>
</tr>
<tr>
<td>6</td>
<td>110</td>
<td>3</td>
<td>001</td>
<td>001 110</td>
</tr>
<tr>
<td>7</td>
<td>111</td>
<td>3</td>
<td>001</td>
<td>001 111</td>
</tr>
<tr>
<td>8</td>
<td>1000</td>
<td>4</td>
<td>101</td>
<td>101 1000</td>
</tr>
<tr>
<td>...</td>
<td>:</td>
<td>:</td>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>100</td>
<td>1100100</td>
<td>7</td>
<td>0101</td>
<td>0101 1100100</td>
</tr>
</tbody>
</table>

**Algorithm 4:** Decoding algorithm of the Elias-Fibonacci code

```
input : stream encoded by the Elias-Fibonacci code
output: Decoded number n

1  n ← 0;
2  len ← 0;
3  prevBit ← 0;
4  pos ← 0;
5  while true do
6    bit ← stream.GetNextBit();
7    if prevBit and bit then break;
8    if bit then len ← len + F(2)(pos);
9    pos ← pos + 1;
10   prevBit ← bit;
11  end
12  len ← len − 1;
13  n ← n | 1 << len;
14  while len > 0 do
15    len ← −;
16    bit ← stream.GetNextBit();
17   n ← n | bit << len;
18 end
```

This automaton is described in Section 3.1. Section 3.2 describes an identification of automaton states by a brute-force algorithm. In Section 3.3, we explain mapping table building in more details. Since the number of automaton states is rather high, we propose two types of automaton reduction in Section 4.
3.1. Finite Automaton with Precomputed Mapping Tables

The basic idea of all proposed fast algorithms is to process an input stream byte by byte instead of bit by bit. As previously proposed, the algorithm is based on a finite automaton. Each state of the automaton represents the position in the corresponding bit-oriented algorithm described in Section 2. A precomputed mapping table is used for each state of the automaton.

The first step in the automaton construction is an identification of all its states. The second step in the proposed algorithm is to create a mapping table for an automaton state and the segment size. Let $S$ denote the segment size and let $N_{\text{states}}$ denote the number of the automaton states. Each segment of an input stream and state define the position of a result record in the mapping table. Obviously, mapping tables include $N_{\text{states}} \times 2^S$ records.

The precomputed table included in each automaton state allows the conversion of segments of the input stream’s bytes directly into decoded numbers. The mapping table also defines the new automaton state for each segment. The length of the mapping table exponentially increases with the segment size. In Section 7, we show that the proposed method can produce very good results even for small segment sizes like 1 B. The segment of 1 B in size has an advantage because it is handled quickly and it allows the mapping table to be a reasonable size.

In more details, each record of the mapping table (MAP) includes the following attributes:

- **Segment** – the bits of the input stream
- **NewState** – the next state of the finite automaton
- **OutputCount** – the amount of numbers which are decompressed from an actual segment. The maximum value is equal to $\left\lceil \frac{S-1}{L_{\text{min}}} \right\rceil + 1$, where $L_{\text{min}}$ is the minimal length of a coded number. For example, $L_{\text{min}} = 2$ for the Fibonacci code of order 2, $L_{\text{min}} = 1$ for the Elias-delta code.
- **Numbers** – the resulting decoded numbers
- **U** – the partially decoded number. Bits of the next segment(s) will complete the $U$ number.
- **$L_U$** – the number of bits in the actual segment used to encode the $U$ number
- **Rest** – the number of bits in next segments needed to read the complete $U$ number

In Algorithm 5, the basic fast decoding algorithm based on the finite automaton is depicted. Some attributes of the mapping table described above are not used in this basic algorithm. These attributes are utilized in coding-specific fast algorithms proposed in Section 6. The algorithm works as follows:
1. Set the automaton to the initial state. (Line 1)
2. Read the current segment from the input stream. This algorithm is finished if all segments are read. (Lines 2–3)
3. Find the current record in the table: the record for the current segment and state of the automaton. (Line 4)
4. Output all numbers, meaning Numbers. (Line 5)
5. Change the state of the automaton to a new one defined in the current record, meaning the NewState attribute, and continue with Step 2. (Line 6)

```
input : stream  – coded bits
output: result – array of decompressed numbers
1 state ← 0;
2 for x ← 0 to stream.GetBytesCount() do
3   segment ← stream.GetNextByte();
4   map ← MAP[state,segment];
5   result ← result ⋃ \{\sum_{i=1}^{\text{outputCount}-1} map.Numbers[i];
6   state ← map.NewState;
7 end
```

Algorithm 5: Basic fast decoding algorithm based on the finite automaton

### 3.2. Identification of Automaton States with Brute-force Approach

There are various possibilities for identifying all automaton states. A brute-force algorithm is a simple solution; however, it leads to many states of the automaton. In the brute-force approach, we must remember the incomplete part of the code in the automaton state. Let us consider that each code is a sequence of 0- and 1-bits and the maximal length of a coded number is \( L_{\text{max}} \). Each incomplete sequence of bits is of length \( L_U < L_{\text{max}} \). Each \( L_U \) defines \( 2^{L_U} \) combinations of 0- and 1-bits. We obtain the total number of states for the brute-force approach when we summarize all of the incomplete reading possibilities plus one complete reading as follows:

\[
N_{\text{States}} = \sum_{L_U < L_{\text{max}}} 2^{L_U} + 1 = \sum_{x=1}^{L_{\text{max}}-1} 2^x + 1 = 2^{L_{\text{max}}-1} - 1 + 1 = 2^{L_{\text{max}}} - 1
\]

**Example 3.** Let us consider that the maximal length of a coded number is \( L_{\text{max}} = 3 \). One complete reading and all incomplete readings of one bit and two bits are depicted in Figure 1. In this figure, the \( x \) symbol denotes an unknown bit. Each line in the figure corresponds to one automaton state; therefore, there is \( N_{\text{states}} = 2^{3} - 1 = 2^3 - 1 = 7 \) states of the automaton.
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3.3. Mapping Table Building

The algorithm for mapping table building is based on a conventional bit-oriented algorithm. During the building of the mapping table we must consider all states and possibilities when we read the current segment. The mapping table building algorithm is shown in Algorithm 6. This algorithm includes two loops; the first loop covers all states of the automaton and the second loop covers all possible combinations of the segment. We need to fill the appropriate mapping table line in each inner loop. We explain all functions called in the inner loop:

- GetBitsForState – returns bits which are known for the given state. When the conventional bit algorithm processes these bits, it waits for the next bit. Its local variables are set to values and the algorithm is positioned in a line. Consequently, the algorithm state corresponds to the automaton state.

In the brute-force approach, these bits are set to the \( U \) number with the \( L_U \) length:

\[
L_U = \lfloor \log_2(state + 1) \rfloor \\
U = state - 2^{L_U} + 1
\]

**Example 4.** Let us consider state = 10. We obtain \( L_U = \lfloor \log_2(10 + 1) \rfloor \approx 3.45 \) = 3 and \( U = 10 - 2^3 + 1 = 3 \). The binary number 11 is increased to the length 3 by adding the 0-bit. Consequently, we obtain 011 bits for the state definition.

For state = 0 we obtain \( L_U = U = 0 \) which corresponds to a complete reading which is the initial state of the automaton.
For state = 7 we obtain \( L_U = 3 \) and \( U = 0 \). In this case, we initialize the conventional algorithm with the sequence of 3 0-bits.

- **GetBitsForSegment** – returns bits which are read from the actual segment. The *segment* value is filled by insignificant 0-bits to the length of the segment size.

**Example 5.** The segment \( 34_{10} = 100010_2 \) value is filled to the length of the segment size \( S = 8 \), which means the result is 00100010.

- **BitAlgorithm** – is any above described bit-oriented conventional algorithm. The algorithm processes *stream* filled by the *stream.SetBits* function. This algorithm assigns *OutputCount* and *Numbers* parameters by decoded numbers. The algorithm ends when the *stream* is empty. Obviously, \( U \) and \( L_U \) variables contain unprocessed bits. These bits further define the next state of the automaton.

- **GetNewState** – this part finds the new state of the automaton from the \( U \) and \( L_U \) variables. If the new state is not found, it indicates an error in the input bit stream and further decoding is not possible. In this case, we assign the new state to \(-1\).

We can use a simple formula for the calculation of the new state in the brute-force approach:

\[
\text{NewState} = \begin{cases} 
2^{L_U} - 1 + U, & \text{for } L_U > L_{\max} \\
-1, & \text{for } L_U \leq L_{\max}
\end{cases}
\]

**Example 6.** Let us consider \( U = 010110 = 22_{10} \) and \( L_U = 6 \). In the brute-force approach \( \text{NewState} = 2^6 - 1 + 22 = 85 \).
4. Reduction of Automaton States Number

Since the number of automaton states is high, especially for longer segment sizes, we need to reduce the number of states. We apply two principles of automaton reduction. The first principle is the identification of similar states explained in Section 4.1. The second principle includes a shift operation introduced in Section 4.2.

4.1. Automaton States Similarity

When we analyze all automaton states created by the brute-force algorithm, we can identify some types of similar states. Moreover, similar states can be grouped into one state without an influence on the automaton functionality, and so the reduction is made in this way. In [11, 12], authors introduce a similar type of reduction for the Fibonacci; however, we introduce this reduction for more codes. We describe all individual states’ similarities for each fast algorithm in the following sections. The automaton reduction has no influence on creation of the mapping table. The state loop in Algorithm 6 must be carried in the same way; however, the number of states is reduced. When the new state is not found by the GetNewState function it indicates an error in an input bit stream.

We show the result of this reduction in Table 6 for the 8-bit segment and 4-bit coded numbers. Since, we do not consider large numbers, the whole code is stored in one segment. In the case of the brute-force algorithm we also depict the maximal code and length of this code. The formulas for the calculation of the number of the automaton states are derived later for each fast algorithm.

4.2. Shift Operations

The shift operation is the second method of automaton reduction. It is necessary to utilize the shift operation for segmentation when the maximal length of a coded number is greater than the segment size, in other words: \( L(n) > S \). In the case of Elias-delta as well as Elias-Fibonacci codes the shift operation is applied to the binary part of the code; therefore, we describe the binary shift operation in Section 4.2.1. On the other hand, the binary shift operation is not applicable for the Fibonacci code; therefore, we introduce a new Fibonacci shift operation in Section 4.3.
4.2.1. Binary Shift Operation

Let us consider the number $n$ encoded by the binary code $B(n)$ where $L(n) > S$. It is not possible to completely decode the number, because it is separated into more than one segment. However, we can utilize a feature of the prefix codes: we know the length of each encoded number from the prefix of the code for Elias-delta as well as Elias-Fibonacci encodings.

If we use the binary encoding where the most significant bit is read first from an input bit stream, we can directly decode individual parts of the number. We can use the following procedure to decode the whole number:

1. Set $n = 0$ and $Rest = L(n)$
2. Decode the part of the number in the actual segment into $P$ and set $L_P$ to the number of bits read from the actual segment.
3. Compute $Rest = Rest - L_P$
4. Compute $n = n + P \ll Rest$
5. Finish this procedure if $Rest = 0$; otherwise continue with Step 2

![Figure 2: The shift operation of the encoded number stored in two segments](image)

**Example 7.** Let us consider the binary encoded number $n = 613$. The length of the binary code is 10 bits, we know the length $Rest = L(n) = 10$ in advance. The number is separated into two segments. This situation is depicted in Figure 2. When we read the first segment then $P = 38$ and $L_P = 6$. Since $Rest = 10 - 6 = 4$ then $n = 0 + 38 \ll 4 = 608$; $Rest > 0$; therefore, we continue with Step 2. When the algorithm finishes, we get $P = 5$, $L_P = 4$, and $Rest = 4 - 4 = 0$. We shift the number $n = 608 + 5 \ll 0 = 613$. Since $Rest = 0$, the number is completely decoded.

In the brute-force approach, we must remember the partly decoded number in each state of the automaton. Otherwise, using the shift operation, we utilize the $n$ variable containing the partially decoded number and $Rest$ containing the length of the unread part of the number. When shifting, decoding the next segment depends on the $Rest$ value and we must handle this situation by correctly setting the next automaton state. First, we number the automaton states by the $Rest$ value. It means we use $state = 0$ for an initial state and $state \in \langle 1, S \rangle$ in the case of incomplete number readings. If $Rest > S$ then the automaton remains in the current state, it means $state = S$. If we use the shift operation, we only need $S + 1$ states instead of $2^{L_{max}} - 1$ states used in the...
Table 7: The number of automaton states for the 8-bit-length segment size and 32 and 64 bit-length encoded numbers after both reductions

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( N_{states} )</th>
<th>32-bit</th>
<th>64-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brute-force</td>
<td>( 2^{15} - 1 = 4,294,967,295 )</td>
<td>( 2^{94} - 1 )</td>
<td></td>
</tr>
<tr>
<td>Fast Elias-delta</td>
<td>36 + 8 + 1 = 45</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>Fast Elias-Fibonacci</td>
<td>57 + 8 + 1 = 64</td>
<td>151</td>
<td></td>
</tr>
</tbody>
</table>

brute-force approach. We compare these values in Table 7 for the 8-bit segment and 32 and 64 bit-length encoded numbers. We see that the number of states is dramatically reduced.

Let us have \( S = 16 \). In this case, \( N_{states} = 53 \) and 81 for Fast Elias-delta and Elias-Fibonacci codes, respectively. Moreover, we must store a table containing \( 2^{16} \) instead of \( 2^8 \) records for each state. We get the mapping tables with \( 53 \times 2^{16} = 3,473,408 \) and \( 81 \times 2^{16} = 5,308,416 \) records for \( S = 16 \) and 32 bit-length encoded numbers. Consequently, fast algorithms for \( S = 8 \) utilize the processor’s L2 cache more efficient than fast algorithms using the 16 bit-length segment.

In Algorithm 7, we show a part of the shift operation algorithm; we show how to set the new state for the shift operation. Later in Sections 6.1 and 6.3 we will see how this operation is incorporated into Fast Elias-delta and Elias-Fibonacci algorithms.

```
1 n ← 0 ;
2 Rest ← L(n) ;
3 forall (P,L_P) do
4   state ← map.NewState;
5   if Rest ≥ S then
6       n ← n + (P << Rest );
7       Rest ← Rest - L_P;
8   if Rest < S then
9       state ← Rest;
10  else
11     state ← S ;
12 end
13 n ← n + P;
```

Algorithm 7: Setting the new state for the shift operation
4.3. Fibonacci Shift Operation

Since we can not utilize the previously proposed binary shift for Fibonacci encoding, we introduce a special shift operation for this encoding: the Fibonacci shift. In the following, we write $F(n)$ for $F^{(m)}(n)$ when an arbitrary but fixed $m$ is the underlying order of $F_i$.

**Definition 3. Fibonacci shift operation**

Let $F(n)$ be a Fibonacci binary encoding, $k$ be an integer, $k \geq 0$. The $k$-th Fibonacci left shift $F(n) \ll_F k$ is defined as follows:

\[
F(n) \ll_F k = 00 \ldots 0 a_0 a_1 a_2 \ldots a_p
\]

Fibonacci right shift is defined as is follows:

\[
F(n) \gg_F k = a_k a_{k+1} a_{k+2} \ldots a_p
\]

It is easy to show that the Fibonacci shift is also the Fibonacci binary encoding; thus: $F(n) \ll_F 0 = F(n) \gg_F 0 = F(n)$.

For example, let us suppose the Fibonacci binary encoding of order $m = 2$, then $F(1) \ll_F 2 = 1 \ll_F 2 = 001 = F(3)$, $F(2) \ll_F 3 = 01 \ll_F 3 = 00001 = F(8)$ and $F(6) \gg_F 3 = 1001 \gg_F 3 = 1 = F(1)$.

The computation of $V(F(n) \ll_F k)$ is done in the following steps:

1. Compute $F(n)$ for the $n$ value according to Definition 1.
2. Shift bits of $F(n)$ by $k$: $F(n) \ll k$.
3. Compute the value from the shifted Fibonacci binary code $F(n) \ll k$ according to Definition 1.

The Fibonacci shift operation is time consuming since the Fibonacci value computation in Step 1 requires a summarization of Fibonacci numbers for 1-bits. In Step 2, we compute the binary shift (not Fibonacci shift) and finally, in Step 3, we compute the second summarization of Fibonacci numbers for assigned bits of an extended Fibonacci binary encoding.

To be able to compute a shifted value as fast as possible, we introduce a formula for the calculation of the Fibonacci left shift using Fibonacci numbers and Fibonacci right shift.

The formula is informally based on the following idea. We want to compute $V(0101)$ based on $V(101)$ for the Fibonacci binary encoding of order $m = 2$. $V(101) = F_0 + F_2$. $V(0101) = F_1 + F_3 = (F_{-1} + F_0) + (F_1 + F_2) = (F_0 + F_2) + (F_{-1} + F_1) = V(101) + V(01)$. It means $V(0101) = V(101) + V(01)$. Because $F(4) = 101$, we can set $V(0101) = F(4) \ll_F 1$ and $V(01) = F(4) \gg_F 1$.

Formally, it can be written: $F(4) \ll_F 1 = F(4) + (F(4) \gg_F 1)$.

We prove the formula for the Fibonacci binary encoding of orders $m = 2$ and $m = 3$ in Theorems 1 and 2, respectively.
Theorem 1. Calculation of the $k$-Fibonacci left shift of order $m = 2$

Let $F^{(2)}(n)$ be the Fibonacci binary encoding of order $m = 2$ for the $n$ value, then

$$V(F^{(2)}(n) \ll_F k) = F^{(2)}_{k-1} \times V(F^{(2)}(n)) + F^{(2)}_{k-2} \times V(F^{(2)}(n) \gg_F 1)$$

Proof 1. In this proof, we use $F(n)$ instead of $F^{(2)}(n)$ and $F_i$ instead of $F^{(2)}_i$. This theorem can be proved by mathematical induction. First, we show that the theorem holds for $k = 0$ and $k = 1$ (base case). Let us have $F(n) = a_0a_1a_2 \ldots a_p$ then

$$V(F(n) \ll_F 0) = F_{-1} \times V(F(n)) + F_{-2} \times V(F(n) \gg_F 1) = 1 \times V(F(n)) + 0 \times V(F(n) \gg_F 1) = V(F(n))$$

$$V(F(n) \ll_F 1) = \sum_{i=0}^{p} a_iF_{i+1} = a_0F_1 + a_1F_2 + \ldots + a_pF_{p+1}$$

$$= a_0(F_0 + F_{-1}) + a_1(F_1 + F_0) + \ldots + a_p(F_p + F_{p-1})$$

$$= (a_0F_0 + a_1F_1 + \ldots + a_pF_p) + (a_0F_{-1} + a_1F_0 + \ldots + a_pF_{p-1})$$

$$= \sum_{i=0}^{p} a_iF_i + \sum_{i=0}^{p} a_iF_{i-1}$$

$$= V(F(n)) + V(F(n) \gg_F 1) = 1 \times V(F(n)) + 1 \times V(F(n) \gg_F 1) = F_0 \times V(F(n)) + F_{-1} \times V(F(n) \gg_F 1)$$

By induction hypothesis, it is assumed that this theorem holds for all $j$, $0 \leq j < k$. We must prove the following equation:

$$V(F(n) \ll_F k) = F_{k-1} \times V(F(n)) + F_{k-2} \times V(F(n) \gg_F 1)$$
Theorem 2. Calculation of the $k$-Fibonacci left shift of order $m = 3$

Let $F^{(3)}(n)$ be the Fibonacci binary encoding of order $m = 3$ for the $n$ value. Then

$$V(F(n) \ll_F k) = \sum_{i=0}^{p} a_i F_{k+i}$$

$$= \sum_{i=0}^{p} a_i F_{k+i-1} + \sum_{i=1}^{p} a_i F_{k+i-2}$$

$$= V(F(n) \ll_F k - 1) + V(F(n) \ll_F k - 2)$$

$$= F_{k-2} \times V(F(n)) + F_{k-3} \times V(F(n) \gg_F 1) +$$

$$+ F_{k-3} \times V(F(n)) + F_{k-4} \times V(F(n) \gg_F 1)$$

$$= F_{k-2} \times V(F(n)) + F_{k-3} \times V(F(n))+$$

$$+ F_{k-3} \times V(F(n) \gg_F 1) + F_{k-4} \times V(F(n) \gg_F 1)$$

$$= (F_{k-2} + F_{k-3}) \times V(F(n)) + (F_{k-3} + F_{k-4}) \times V(F(n) \gg_F 1)$$

$$= F_{k-1} \times V(F(n)) + F_{k-2} \times V(F(n) \gg_F 1)$$

Proof 2. In this proof, we use $F(n)$ for $F^{(3)}(n)$ and $F_i$ for $F^{(3)}_i$. This theorem can be proved by mathematical induction as well. First, we show that the statement holds for $k = 0$, $k = 1$, and $k = 2$ (base case). Let us have $F(n) = a_0a_1a_2 \ldots a_p$ then

$$V(F(n) \ll_F 0) = F_{-1} \times V(F(n))$$

$$+ (F_{-2} + F_{-3}) \times V(F(n) \gg_F 1)$$

$$+ F_{-2} \times V(F(n) \gg_F 2)$$

$$= 1 \times V(F(n)) + (0 + 0) \times V(F(n) \gg_F 1) + 0 \times V(F(n) \gg_F 2)$$

$$= V(F(n))$$

$$V(F(n) \ll_F 1) = F_{0} \times V(F(n))$$

$$+ (F_{-1} + F_{-2}) \times V(F(n) \gg_F 1)$$

$$+ F_{-1} \times V(F(n) \gg_F 2)$$

$$= 1 \times V(F(n)) + (1 + 0) \times V(F(n) \gg_F 1) + 1 \times V(F(n) \gg_F 2)$$

Theorem 2. Calculation of the $k$-Fibonacci left shift of order $m = 3$

Let $F^{(3)}(n)$ be the Fibonacci binary encoding of order $m = 3$ for the $n$ value. Then

$$V(F^{(3)}(n) \ll_F k) = F^{(3)}_{k-1} \times V(F^{(3)}(n))$$

$$+ (F^{(3)}_{k-2} + F^{(3)}_{k-3}) \times V(F^{(3)}(n) \gg_F 1)$$

$$+ F^{(3)}_{k-2} \times V(F^{(3)}(n) \gg_F 2)$$

Proof 2. In this proof, we use $F(n)$ for $F^{(3)}(n)$ and $F_i$ for $F^{(3)}_i$. This theorem can be proved by mathematical induction as well. First, we show that the statement holds for $k = 0$, $k = 1$, and $k = 2$ (base case). Let us have $F(n) = a_0a_1a_2 \ldots a_p$ then

$$V(F(n) \ll_F 0) = F_{-1} \times V(F(n))$$

$$+ (F_{-2} + F_{-3}) \times V(F(n) \gg_F 1)$$

$$+ F_{-2} \times V(F(n) \gg_F 2)$$

$$= 1 \times V(F(n)) + (0 + 0) \times V(F(n) \gg_F 1) + 0 \times V(F(n) \gg_F 2)$$

$$= V(F(n))$$

$$V(F(n) \ll_F 1) = F_{0} \times V(F(n))$$

$$+ (F_{-1} + F_{-2}) \times V(F(n) \gg_F 1)$$

$$+ F_{-1} \times V(F(n) \gg_F 2)$$

$$= 1 \times V(F(n)) + (1 + 0) \times V(F(n) \gg_F 1) + 1 \times V(F(n) \gg_F 2)$$
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By induction hypothesis, it is assumed that this theorem holds for all \( j, 0 \leq j < k \). We must prove the following equation:

\[
V(F(n) \ll F_k) = F_{k-1} \times V(F(n)) + (F_{k-2} + F_{k-3}) \times V(F(n) \gg F_1) + F_{k-2} \times V(F(n) \gg F_2)
\]

\[
V(F(n) \ll F_k) = \sum_{i=0}^{p} a_i F_{k+i}
\]

\[
= \sum_{i=0}^{p} a_i F_{k+i-1} + \sum_{i=1}^{p} a_i F_{k+i-2} + \sum_{i=1}^{p} a_i F_{k+i-3}
\]

\[
= V(F(n) \ll F_k - 1) + V(F(n) \ll F_k - 2) + V(F(n) \ll F_k - 3)
\]

\[
= F_{k-2} \times V(F(n)) + (F_{k-3} + F_{k-4}) \times V(F(n) \gg F_1) + F_{k-3} \times V(F(n) \gg F_2)
\]

\[
+ (F_{k-4} + F_{k-5}) \times V(F(n) \gg F_1) + F_{k-4} \times V(F(n) \gg F_2)
\]

\[
+ (F_{k-5} + F_{k-6}) \times V(F(n) \gg F_1) + F_{k-5} \times V(F(n) \gg F_2)
\]

\[
= (F_{k-2} + F_{k-3} + F_{k-4}) \times V(F(n)) + (F_{k-3} + 2 \times F_{k-4} + 2 \times F_{k-5} + F_{k-6}) \times V(F(n) \gg F_1)
\]

\[
+ (F_{k-3} + F_{k-4} + F_{k-5}) \times V(F(n) \gg F_2)
\]

\[
= F_{k-1} \times V(F(n)) + (F_{k-2} + F_{k-3}) \times V(F(n) \gg F_1) + F_{k-2} \times V(F(n) \gg F_2)
\]
The Fibonacci shift manipulates Fibonacci binary encoded numbers in the same way as the shift operation manipulates binary numbers. Because the shift is applied differently we do not know the length of a coded number in advance, and therefore, we utilize the delimiter. The delimiter is the last part of all Fibonacci codes as was described in Sections 2.2.1 and 2.2.2. The Fibonacci binary encoded number is always located before the delimiter. The most significant bit is read last from a bit stream. The Fibonacci shift is carried out by applying the following procedure (see Algorithm 8):

1. Set $n = 0$ and $len = 0$
2. Decode the part of the number in the actual segment into $P$ and set $L_P$ to the number of incomplete bits decoded from the actual segment.
3. Calculate $n = n + P << F len$
4. Calculate $len = len + L_P$
5. When the delimiter is not read from the actual segment continue with step 2.

Example 8. Let us consider the binary encoded number $n = 226$. The length of the Fibonacci code of order $m = 2$ for this number is 11 bits plus one bit for the delimiter. The number is separated into two segments. This situation is depicted in Figure 3. When we read the first segment then $U = 27$ and $L_U = 7$. Therefore, $n = 0 + 27 << F 0 = 27$ and $len = 7$. Since the delimiter has not been reached we continue with Step 2. After reading the next segment we obtain $U = 7$ and $L_U = 4$ and we calculate $n = 27 + 7 << F 7 = 27 + V(0101) << F 7 = 27 + V(0101) * F_5 + F_6 * V(0101) >> F 1) = 27 + 21 * 7 + 13 * 4 = 27 + 199 = 226$ and $len = 11$. The Fibonacci shift in the formula is calculated according to Theorem 1. Since the delimiter has been found the number was completely decoded.

In the case of the previous fast decoding algorithms, we must remember a partially decoded number in automaton states. Obviously, these numbers define the next automaton states. On the other hand, in the case of the Fibonacci encoding, we can remember a partially decoded number in the $n$ variable; see Algorithm 8 for more details.
\begin{algorithm}[h]
\begin{algorithmic}[1]
\STATE $n \leftarrow 0$ ;
\STATE $\text{len} \leftarrow 0$ ;
\FORALL {$(P, L_P)$}
\STATE state $\leftarrow$ map.NewState;
\IF {$\text{len} > 0$}
\STATE $n \leftarrow n + V(F(P \ll F\text{ len}))$;
\ELSE
\STATE $n \leftarrow P$;
\ENDIF
\STATE $\text{len} \leftarrow \text{len} + L_P$;
\ENDFOR
\end{algorithmic}
\end{algorithm}

Algorithm 8: A part of the fast algorithm for the Fibonacci shift operation

In Algorithm 8, the shift is only carried out for numbers which fit into one segment. According to Theorems 1 and 2 we can calculate these shifts effectively with a utilization of precomputed Fibonacci right shifts. We need to precompute the 1-Fibonacci right shift for order $m = 2$ and 1- and 2-Fibonacci right shift for order $m = 3$.

**Example 9.** Let us consider the Fibonacci encoding of order $m = 2$ and $n = 32$. The Fibonacci binary encoding $F(n) = 0010101$ and the precomputed right shift is $V(F(n) >> F\ 1) = V(010101) = 20$. The value of the 3-Fibonacci left shift is calculated as follows:

\[
V(F(n) \ll F\ k) = F_{k-1} \times V(F(n)) + F_{k-2} \times V(F(n) >> F\ 1)
\]

\[
V(0010101 \ll F\ 3) = F_{3-1} \times 32 + F_{3-2} \times 20 \\
= F_2 \times 32 + F_1 \times 20 \\
= 3 \times 32 + 2 \times 20 \\
= 96 + 40 = 136 \\
= V(0000010101)
\]

5. Comparison with Other Works

A fast algorithm for the Fibonacci code proposed by Shmuel T. Klein in [11, 12, 13] also applies a kind of mapping table for each decoded segment and it utilizes an automaton reduction by the state similarity as well. Author proposed two approaches for the computation of the Fibonacci shift. In the first approach, the Fibonacci shift is calculated utilizing properties of the Fibonacci code. Author utilizes float numbers for the computation and this issue results in a slower computation. Therefore, the second approach gets rid of float numbers. In this case, the Fibonacci shift is precomputed for each $k$-shift. It means the mapping table length depends on the code length as well as the segment size. For $S = 8$ and the coded numbers of maximum values 10,000 (14-bit-length numbers), 100,000 (17-bit-length numbers), and 1,000,000 (20-bit-length numbers).
numbers), the table lengths are 10k, 15k, and 21.4k, respectively. For \( S = 16 \) the table lengths are 1.9M, 2.6M, and 3.4M, respectively. On the other hand, our Fast Fibonacci algorithm is not affected by the length of the coded numbers. For \( S = 8 \), the table lengths are \( 2 \times 2^8 = 512 \) and \( 3 \times 2^8 = 768 \) for order \( m = 2 \) and \( m = 3 \), respectively. For \( S = 16 \), the mapping table lengths are \( 2 \times 2^{16} = 131,072 \) and \( 3 \times 2^{16} = 196,608 \) for order \( m = 2 \) and \( m = 3 \), respectively. Although the second approach provides the same time complexity as our implementation, the mapping table length is bigger. Author utilizes the method for text compression; therefore, the mapping table length is sufficient for lower bit-lengths of coded numbers. However, our approach provides better scalability, due to the fact the table length is smaller even for higher coded numbers. Moreover, we introduce the fast decoding algorithms for other codes like Elias-delta and Elias-Fibonacci.

6. Fast Decoding Algorithms

6.1. Fast Elias-delta Decoding

In this case, the number of automaton states depends on the bit length of coded numbers. Let \( L(n) \) denote the bit length of a coded number \( n \) and \( Z(n) \) the length of \( L(n) - 1 \), which means \( Z(n) = \lfloor \log_2(B_{MAX}) \rfloor \), where \( B_{MAX} \) is the length of the maximum encoded number. If we analyze the Elias-delta code, we identify the following types of automaton states:

- **Initial state** – it represents the first state of the automaton where we read bits from the beginning of a coded number. This state arises when a coded number ends in the end of the actual segment.

- **Zero states** – it represents the reading of 0-bits. The number of zeros is equal to \( Z(n) \); it defines \( Z(n) \) states of the automaton. The number of states for a \( B_{MAX} \) value is equal to \( Z(n) = \lfloor \log_2(B_{MAX}) \rfloor \). Clearly, we do not know the number of zeros in the next segment when reading the current segment.

![Figure 4: An example of partially decoded zeros where \( L(n) = 32_{10} = 100000_2 \)](image-url)
Example 10. Let us consider an example where \( L(n) = 32_{10} = 100000_2 \). We need \( Z(n) = \lfloor \log_2(32) \rfloor = 5 \) zeros for coding the length of \( L(n) \). In Figure 4, all combinations of the number of zeros in a segment are shown. Let us consider the third line of the figure; 3 bits of \( Z(n) \) are included in the current segment; it means that the last 2 bits are included in the next segment.

- **Length states** – it represents the reading of the \( L(n) \) value. If we only consider the lengths of power of 2, it means \( L(n) \leq 2^{Z(n)} \), the number of states is equal to \( L(n) - 1 \). This value is computed by considering two situations:

1. \( L(n) = 2^{Z(n)} \) (the longest number) – the number of states is equal to \( Z(n) \).

Example 11. Let us consider an example where \( L(n) = 32_{10} = 100000_2 = 2^5, Z(n) = 5 \). We can get the following 5 combinations during the reading of \( L(n) \): \( 0000010000X, 000001000XX, 00000100XXX, 0000010XXXX, \) and \( 000001XXXXX \).

2. \( L(n) < 2^{Z(n)} \) – the number of states is equal to \( 2^{Z(n)} - 1 - Z(n) \). Here, we must summarize combinations for all \( z < Z(n) \). The summarization is as follows

\[
\sum_{x=1}^{z<Z(n)} (2^x - 1) = \sum_{x=1}^{Z(n)-1} (2^x - 1) = \sum_{x=1}^{Z(n)-1} 2^x - (Z(n) - 1) \\
= 2^{2^{Z(n)-1}} - (2^x - 1) - (Z(n) - 1) = 2^{Z(n)} - 1 - Z(n)
\]

![Figure 5: Partially decoded length where Z(n) = 3](image-url)
Example 12. Let us consider all zeros $z < Z(n) = 5$ for coding all lengths $L(n) < 32$. To obtain all combinations we need to summarize all sub-combinations for $z \in \{1, 2, 3, 4\}$. Therefore, we compute $2^4 - 1 = 15$ and $2^3 - 1 = 7$ combinations for $z = 4$ and $z = 3$, respectively. All combinations for $z = 3$ are depicted in Figure 5. Similarly, we get 3 combinations for $z = 2$, and 1 combination for $z = 1$. Finally, we summarize all computed values and the result is $1 + 3 + 7 + 15 = 26$ combinations. The same value is computed by $2^{Z(n)} - 1 - Z(n) = 2^5 - 1 - 5 = 26$.

Finally, the whole number of the length states for $L(n) = B_{MAX}$ is as follows:

$$Z(n) + 2^{Z(n)} - 1 - Z(n) = 2^{Z(n)} - 1 = L(n) - 1 = B_{MAX} - 1$$

Figure 6: An example of a completely decoded number where $Rest = 0$

• Binary number states – the last part is the reading of the binary encoded number. The number of these states is equal to $S$ (the segment size), since we utilize the shift operation (see Section 4.2). The shift operation is not applied when the binary number part is stored in one segment. This scenario is shown in Figure 6. On the other hand, if the binary part is divided into more than one segment, it means $Rest > 0$, and we need to shift the currently decoded part by $Rest$. This scenario is shown in Figure 7.

Figure 7: An example of a partially decoded number where $Rest > 0$. The partially decoded number 3 must be shifted by 10 and partially decoded number 115 must be shifted by 2.
In summary, the total number of states and the mapping table length are computed as follows:

\[
N_{\text{states}} = (1 + \lceil \log_2 (B_{\text{MAX}}) \rceil + B_{\text{MAX}} - 1 + S)
\]

\[
\text{Length of table} = (1 + \lceil \log_2 (B_{\text{MAX}}) \rceil + B_{\text{MAX}} - 1 + S) \times 2^S
\]

```
input : stream coded by the Elias-delta code
output: Array of decoded numbers result

1 n ← 0;
2 state ← 0;
3 pos ← 0;
4 rest ← 0;
5 for x ← 0 to stream.GetByteCount() do
6   if state < 0 then break;
7   byte ← stream.GetNextByte();
8   map ← MAP[state,segment];
9   state ← map.NewState;
10  if rest ≥ S then
11     rest ← rest − S;
12     n ← n + (byte << rest);
13   if rest = 0 then
14     result ← result ∪ n;
15     n ← 0;
16  end
17  if rest < S then state ← rest;
18  else
19     rest ← map.Rest;
20     if map.OutputCount > 0 then
21       n ← map.Numbers[0] + n;
22       result ← result ∪ n;
23       result ← result ∪ \bigcup_{i=1}^{\text{map.OutputCount}-1} \text{map.Numbers[i]};
24     end
25     n ← map.U << rest;
26  end
27 end
```

Algorithm 9: Fast Elias-delta decoding algorithm

The Fast Elias-delta decoding algorithm is shown in Algorithm 9. The algorithm utilizes the shift operation when it reads the binary part of a code. The shift operation is applied in two parts of the algorithm. If Rest ≥ S (Lines 13–21), we also need to handle the new automaton state. If Rest < S (Lines 23–29), the reading of the binary part is finished. We start reading the binary part in Line 29.
Example 13. Let us consider an example of the Fast Elias-delta decoding in Figure 8. We access the following records in the mapping table of the automaton:

\[
\begin{align*}
MAP[Segment & = 104, State = 0] = \\
& \{ NewState = 23, Rest = 0, U = 0, OutputCount = 1, Numbers = \{5\}\} \\
MAP[Segment & = 128, State = 23] = \\
& \{ NewState = 3, Rest = 3, U = 16, OutputCount = 0, Numbers = \{\}\} \\
MAP[Segment & = 139, State = 3] = \\
& \{ NewState = 0, Rest = 0, U = 0, OutputCount = 3, Numbers = \{4, 3, 1\}\}
\end{align*}
\]

After reading the first segment, we get the number 5 directly from the mapping table (see Numbers); it is stored in the result array. The automaton is currently in the state 23. Clearly, we have three 0-bits of \(Z(n)\) in the first segment. Now, the second segment with the value 128 is read. In the mapping table, we see that it represents the incomplete number 16. This value is stored in the \(n\) variable. Since there are 3 remaining bits (see the Rest value), the number 16 is right shifted by 3 bits; the result is \(n = 128\). The next segment with the value 139 starts with the remaining 3 bits; the sequence 100 is read. We get the number 4 (see Numbers) which is added to \(n\): \(n = 128 + 4 = 132\). This value is stored in the result array with other two numbers 3 and 1 of Numbers.

6.2. Fast Fibonacci Decoding

The structure of the Fast Fibonacci algorithm is the same for any order \(m\) of the Fibonacci code. The Fast Fibonacci decoding algorithm is shown in Algorithm 10. This algorithm differs for various orders in the following parts:

- **Mapping table:** The mapping table is based on a different bit-oriented algorithm. Utilization of the mapping table is located in Line 9.

- **Fibonacci left shift operation:** The Fibonacci shift operations are different for different orders (see Section 4.3). This operation is utilized in Lines 13 and 25 of Algorithm 10.
• **Final adjustment:** In the case of Fibonacci codes of order $m > 2$ we need to add $S_n + 1$. The algorithm handles this different computation in Lines 17 – 19.

```plaintext
input : stream encoded by the Fibonacci code of order $m$ and the Fibonacci order $m$
output: Array of decoded numbers result
n ← 0;
state ← 0;
len ← 0;
for $x ← 0$ to stream.GetBytesCount() do
  if state < 0 then break;
  byte ← stream.GetNextByte();
  map ← MAP[state,segment];
  state ← map.NewState;
  for $i ← 0$ to map.OutputCount - 1 do
    if len > 0 then
      n ← n + V(F(map.Numbers[i] <<< len));
    else
      n ← map.Numbers[i];
    end
  if $m > 2$ then
    n ← n + $S_{len} + 1$;
  end
  result ← result ∪ n;
  n ← 0;
  len ← 0;
  continue;
end
if map.LU > 0 then
  n ← n + V(F(map.U <<< len));
  len ← len + map.LU;
end
```

Algorithm 10: Fast Fibonacci decoding algorithm

The number of automaton states depends on the code order $m$: the automaton includes exactly $m$ states. The number of states is derived from the idea that the 1-bits read from the start of the segment can complete the compressed number from a previous segment. An example of the Fibonacci code of order $m = 2$ is shown in Figure 9. The first bit in the segment 165 completes the decoded number 7. Due to this fact, it is necessary to have $m$ states including the number of 1-bits in the end of the previous segment. The mapping table for
the automaton is precomputed by a conventional bit-oriented algorithm as was explained in Section 3.3.

Figure 9: An example of compressed segments where the second segment completes the first one. The second segment defines another state of the automaton.

The previously introduced Fibonacci shift operation is utilized in two parts of the algorithm. When the number is not completely decoded the algorithm shifts the number in Lines 24–27. When the delimiter is found the number is completed; therefore, the shift operation is carried out inside the loop in Lines 11–23. The shift operation is located in Line 13.

The mapping table length for the Fibonacci code of order $m$ is as follows:

$$
\begin{align*}
N_{\text{states}} &= m \\
\text{Length of table} &= m \times 2^S
\end{align*}
$$

**Example 14.** Let us consider the Fibonacci code of order 2 and Figure 9. We access the following records of the mapping table during the decoding:

- $MAP[\text{State} = 0, \text{Segment} = 181] =$
  - $\{\text{NewState} = 1, U = 7, L_U = 4, \text{OutputCount} = 1, \text{Numbers} = \{4\}\}$
- $MAP[\text{State} = 1, \text{Segment} = 165] =$
  - $\{\text{NewState} = 1, U = 31, L_U = 7, \text{OutputCount} = 1, \text{Numbers} = \{0\}\}$
- $MAP[\text{State} = 1, \text{Segment} = 114] =$
  - $\{\text{NewState} = 0, U = 6, L_U = 5, \text{OutputCount} = 1, \text{Numbers} = \{2\}\}$

One number, the number 4, is obtained from the first record in the $\text{Numbers}$ array. The number 4 is immediately stored in the result array. Incomplete number $U = 7$ is stored in the $n$ variable holding each incomplete number from the previous segment. We set the number of incomplete bits $\text{len} = L_U = 4$. The segment ends with the 1-bit, and therefore we continue with the state 1 of the automaton and we read the second segment. Since it starts with the 1-bit, it completes the number stored in the $n$ variable with 0 (see $\text{Numbers}$) and the result value is shifted by the $\text{len}$ value; meaning $n = n + U << F \text{len} = 4 + 0 << F 4 = 4 + 0 << F 4 = 4$. The number 4 is stored in result and we set $n = U = 31$ and $\text{len} = L_U = 7$. The next segment starts with the sequence 011 = $F(2)$; it completes the previous segment: $n = n + U << F \text{len} = 31 + V(F(2) << F 7) = 31 + 55 = 86$. The number 86 is stored in result and we set $n = U = 6$ and $\text{len} = L_U = 5$. The $n$ value will be completed in the next segment.
6.3. Fast Elias-Fibonacci Decoding

The Fast Elias-Fibonacci decoding algorithm is the same as the Fast Elias-delta decoding algorithm (see Algorithm 9); however, the mapping tables are different since automatons states, and of course conventional bit-oriented algorithms, are different.

In this case, the number of states only depends on the segment size \( S \) and the length of the maximum encoded number \( B_{\text{MAX}} \). To derive a formula for the calculation of the automation states number we need to prove Theorem 5. In this proof, we apply Theorems 3 and 4 introduced and proved in [2].

**Theorem 3. Simplified Fibonacci sum computation**

The sum of Fibonacci numbers \( S_i^{(m)} \) is computed as follows:

\[
S_i = \frac{1}{m-1} (F_{n+2} - 1 + \sum_{i=0}^{m-3} (m - 2 - i)F_{n-i})
\]

**Theorem 4. Length of Fibonacci binary code**

Let \( S_i^{(m)} \) be the sum of Fibonacci numbers; then all values \( V(F(n)) \in [S_i - 1, S_i] \) have the bit-length \( L = m + i \).

**Theorem 5. Interval of \( V(F(n)) \) for \( L(n) \)**

Let \( L(n) \) be the length of \( F(n) \) of order \( m = 2 \) then all values \( V(F(n)) \in [F_{L(n)-1}, F_{L(n)} - 1] \) have the length \( L(n) \).

**Proof 3.** We set \( L = m + i \), \( i = L - m \) and we change indices in intervals proposed in Theorem 4 to \([S_{L(n)-m-1}, S_{L(n)-m}]\). The interval is \([S_{L(n)-2-1}, S_{L(n)-2}]\) for \( m = 2 \). After applying Theorem 3 for \( m = 2 \), we obtain \( S_i = F_{i+2} - 1 \). After this substitution, we obtain the result interval \([F_{L(n)-1}, F_{L(n)} - 1]\).

**Example 15.** Let us consider all Fibonacci binary codes of order 2 with the length \( L = 6 \). The interval bounds are \( S_3 = F_5 - 1 = 1 + 1 + 2 + 3 + 5 = 12 \) and \( S_4 = F_6 - 1 = S_3 + 8 = 20 \). Therefore, the interval of numbers is \( I_4 = [13, 20] \).

It means that the Fibonacci binary code for integers in the interval \( 13 - 20 \) has the length \( L = 6 \).

Automaton state types are as follows:

- **Initial state** – it represents the reading from the beginning of a coded number. This type defines the first automaton state. The state is set when the coded number ends in the end of the actual byte.

- **Fibonacci prefix states** – it represents the reading of the prefix in Fibonacci binary encoding. The length of the prefix is derived from the largest encoded number. We apply the Fibonacci binary encoding on \( B_{\text{MAX}} \), we get \( F(B_{\text{MAX}}) \). For the sake of simplicity, let us use the abbreviation \( L_{FB} \) for \( L(F(B_{\text{MAX}})) \) in the following text. According to Theorem 5, the value
\[ B_{\text{MAX}} = V(F(B_{\text{MAX}})) \in [F_{L_{FB} - 1}, F_{L_{FB}} - 1] \]. If the prefix has been read in the current segment, we must decide if the prefix is complete or if it must be completed in the next segment:

1. **Incomplete**
   
   All incomplete prefixes are computed by a summarization of all possible prefix combinations and the number of these combinations is limited by a lower boundary of the above proposed interval. The summarization is as follows:
   
   \[
   \sum_{L<L_{FB}} F_{L}^{L_{FB}-1} = \sum_{x=1}^{F_{x}} = S_{L_{FB}-1} - 2 = F_{L_{FB}+1} - 3
   \]

2. **Complete**
   
   Completed prefixes are all of the length \( L_{FB} \). There are at least \( B_{\text{MAX}} + 1 \) complete prefixes \((0,1,2,\ldots,B_{\text{MAX}})\) encoded by Fibonacci binary encoding. Not all of these prefixes are used, since prefixes shorter than \( L_{FB} \) are already included in the previous case; therefore, the number of these prefixes is subtracted from \( B_{\text{MAX}} + 1 \). There are \( F_{L_{FB} - 1} \) Fibonacci codes shorter than \( L_{FB} \).

If we combine these values, we get the following number of states:

\[
F_{L_{FB}+1} - 3 + B_{\text{MAX}} + 1 - F_{L_{FB} - 1}
\]

**Example 16.** If we want to encode the prefix for 16 bit-length numbers, the number of states is 35. Table 8 includes an example of state combinations for various bit-length numbers. We compute \( F(16) = 001001 \) and \( L_{FB} = L(F(B_{\text{MAX}})) = 6 \). Prefixes 1 - 31 define states for incomplete prefixes. Their lengths are shorter than 6 bits. If we summarize these states we get the following number of the incomplete prefixes: \( F_{L_{FB}+1} - 3 = F_{6+1} - 3 = 31 \). There are at least \( B_{\text{MAX}} + 1 = 16 + 1 = 17 \) combinations which can complete these prefixes; however, we do not compute \( F_{L_{FB}-1} = F_{6-1} = 13 \) combinations, due to the fact that the Fibonacci binary code shorter than \( L_{FB} = 6 \) is defined for values 0–12. These codes are also included in the incomplete prefixes. Consequently, the final number of states is equal to \( 31 + 17 - 13 = 35 \).

We get 64 states for 32-bit numbers, because \( F(32) = 0010101 \), \( L_{FB} = L(F(B_{\text{MAX}})) = 7 \), and all prefix combinations are \( F_{7+1} - 3 + B_{\text{MAX}} + 1 - F_{7-1} = 55 - 3 + 32 + 1 - 21 = 64 \).
Table 8: An example of all states to encode prefixes for 16 bit-length numbers

<table>
<thead>
<tr>
<th>Prefix order</th>
<th>Prefix</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>XXXXXXX00</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>XXXXXXX01</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>XXXXXXX10</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>XXXXXXX11</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>XXXXX0000</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>XXXXX0001</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>XXXXX1000</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>XXXXX1001</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>XXXX00000</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>XXXX00001</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>XXXX00010</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>XXXX00011</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>XXXX00100</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>XXXX00101</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>XXXX01000</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>XXXX01001</td>
<td>7</td>
</tr>
<tr>
<td>17</td>
<td>XXXX01010</td>
<td>8</td>
</tr>
<tr>
<td>18</td>
<td>XXXX01011</td>
<td>9</td>
</tr>
<tr>
<td>19</td>
<td>XXXX01100</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>XXXX01101</td>
<td>11</td>
</tr>
<tr>
<td>21</td>
<td>XXXX01110</td>
<td>12</td>
</tr>
<tr>
<td>22</td>
<td>XXXX01111</td>
<td>13</td>
</tr>
<tr>
<td>23</td>
<td>XXXX10000</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>XXXX10001</td>
<td>15</td>
</tr>
<tr>
<td>25</td>
<td>XXXX10010</td>
<td>6</td>
</tr>
<tr>
<td>26</td>
<td>XXXX10011</td>
<td>7</td>
</tr>
<tr>
<td>27</td>
<td>XXXX10100</td>
<td>8</td>
</tr>
<tr>
<td>28</td>
<td>XXXX10101</td>
<td>9</td>
</tr>
<tr>
<td>29</td>
<td>XXXX10110</td>
<td>10</td>
</tr>
<tr>
<td>30</td>
<td>XXXX10111</td>
<td>11</td>
</tr>
<tr>
<td>31</td>
<td>XXXX11010</td>
<td>12</td>
</tr>
</tbody>
</table>

Figure 10: An example of a directly decoded number; the shift operation is not applied

- **Binary number states** – the last part is the reading of the binary encoded number. The number of these states is equal to the length of the segment size $S$ because we apply the shift operation. This operation is not applied when the binary number part of the Elias-Fibonacci code is within one segment. This scenario is shown in Figure 10. On the other hand, if the binary part is spread to more segments, it means Rest > 0, and we need to shift the currently decoded part by Rest. This scenario is shown in Figure 11.

The number of automaton states and the length of the mapping table are as follows:

\[
N_{\text{states}} = 1 + F_{LFB+1} - 3 + B_{MAX} + 1 - F_{LFB-1} + S
\]

\[
\text{Length of table} = (1 + F_{LFB+1} - 3 + B_{MAX} + 1 - F_{LFB-1} + S) \times 2^S
\]
Example 17. Let us consider an example in Figure 11. We access the following records of the mapping table during the decoding:

$\text{MAP}[\text{Segment} = 58, \text{State} = 0] = \{\text{NewState} = 11, \text{Rest} = 0, U = 0, \text{OutputCount} = 1, \text{Numbers} = \{6\}\}$

$\text{MAP}[\text{Segment} = 59, \text{State} = 11] = \{\text{NewState} = 4, \text{Rest} = 4, U = 27, \text{OutputCount} = 0, \text{Numbers} = \{\}\}$

$\text{MAP}[\text{Segment} = 87, \text{State} = 4] = \{\text{NewState} = 0, \text{Rest} = 0, U = 0, \text{OutputCount} = 2, \text{Numbers} = \{5, 3\}\}$

After reading the first segment we directly obtain the number $6$ in the mapping table. It is immediately stored in the result array. The automaton is currently in the state 11. Obviously, we have two 0-bits of $F(L(n))$ in the first segment. Now, the second segment with the value 59 is read. In the mapping table, we see that it represents the incomplete number $U = 27$ and there are 4 bits (see the Rest value) in the next segment to complete the encoded value. The Fibonacci shift is applied and the result is stored in $n$: $n = 27 \gg 4 = 432$. The next segment starts with the remaining 4 bits; the sequence 0101 is read. In this state, we get the number 5 which is added to $n$; we compute $n = 432 + 5 = 437$. This number is stored in the result array together with the next number 3 stored in Numbers.

7. Experimental Results

7.1. Introduction

In our experiments, we tested all proposed fast decoding algorithms and compared these algorithms with conventional bit-oriented algorithms. The performance has been tested for various data collections. The experiments were executed on a PC with AMD Opteron 1.8GHz, 32 GB RAM; Windows Server 2008, 64 bit.

We used data collections with the maximum value $2^{64} - 1$, it means the maximum value for the 64-bit-length number. All fast decoding algorithms utilize the 8 bit-length segment size, in other words $S = 8$. Table 9 summarizes the number
Table 9: The number of automaton states for 32 and 64 bit-length numbers and 8 bit-length segment size

<table>
<thead>
<tr>
<th>Encoding type</th>
<th>Elias-delta</th>
<th>Fibonacci m = 2</th>
<th>Fibonacci m = 3</th>
<th>Elias-Fibonacci</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of states</td>
<td>32-bit</td>
<td>45</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>64-bit</td>
<td>78</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Mapping table length</td>
<td>32-bit</td>
<td>11,520</td>
<td>512</td>
<td>768</td>
</tr>
<tr>
<td></td>
<td>64-bit</td>
<td>19,968</td>
<td>512</td>
<td>768</td>
</tr>
</tbody>
</table>

Figure 12: The uniform distribution, normal distribution for \( \sigma^2 = 100 \), and exponential distribution for \( \lambda^2 = 100 \)

of states and the mapping table length for all fast algorithms. We used both random and real data collections. In the case of random data collections, uniform, normal, and exponential distribution functions are used (see Figure 12). Each random collection includes 10 million numbers. The test collections were as follows:

- Uniformly distributed random collections:
  - 8 bit-length numbers in the range of \( (0; 2^8 - 1) \)
  - 16 bit-length numbers in the range of \( (2^8; 2^{16} - 1) \)
  - 32 bit-length numbers in the range of \( (2^{16}; 2^{32} - 1) \)
  - 64 bit-length numbers in the range of \( (2^{32}; 2^{64} - 1) \)

- Normally distributed random 32 bit-length numbers – a collection of random numbers in the range of \( (0; 2^{32} - 1) \); we have used normal distribution function \( f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{x^2}{2\sigma^2}} \), where \( \sigma^2 = 2^{32} \).

- Exponentially distributed random 32 bit-length numbers – a collection of random numbers in the range of \( (0; 2^{32} - 1) \); we have used exponential distribution function \( f(x) = \frac{1}{\lambda} e^{-\frac{x}{\lambda}} \), where \( \lambda^2 = 2^{32} \).
• Real collection – the Bible (King James version) in English included in the Canterbury corpus [21]. We extracted all terms regardless of lower/upper case letters. In this way, we identified 766,131 terms. The collection of terms remained unsorted; the order of terms remained the same as in Bible. After that we created the dictionary of all unique terms with the empirical probability of occurrence. The length of the dictionary is 13,744 terms. The smallest codes were assigned with the highest probability of term occurrence.

7.2. Results for Uniform Random Collections

In the first test, we measured the decoding time as well as the coded data size for uniform random collections. Each test was executed several times with different random seed numbers and we used the average values. The results of decoding time are summarized in Table 10 and Figures 13(a) and (b). The coded size and average number of bits per coded number are shown in Table 11 and Figure 13(c).

Table 10: Decoding time results for uniform random collections [s]

<table>
<thead>
<tr>
<th>Data collection</th>
<th>Conventional decoding algorithms</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Fibonacci</strong></td>
<td><strong>Fibonacci</strong></td>
<td><strong>Elias-delta</strong></td>
<td><strong>Elias-Fibonacci</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m = 2$</td>
<td>$m = 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-bit</td>
<td>3.32</td>
<td>3.59</td>
<td>3.31</td>
<td>3.60</td>
<td></td>
</tr>
<tr>
<td>16-bit</td>
<td>6.35</td>
<td>6.90</td>
<td>5.41</td>
<td>5.69</td>
<td></td>
</tr>
<tr>
<td>32-bit</td>
<td>12.90</td>
<td>13.06</td>
<td>9.52</td>
<td>10.26</td>
<td></td>
</tr>
<tr>
<td>64-bit</td>
<td>22.23</td>
<td>24.70</td>
<td>16.57</td>
<td>17.07</td>
<td></td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>11.20</strong></td>
<td><strong>12.06</strong></td>
<td><strong>8.70</strong></td>
<td><strong>9.16</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data collection</th>
<th>Fast decoding algorithms</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Fibonacci</strong></td>
<td><strong>Fibonacci</strong></td>
<td><strong>Elias-delta</strong></td>
<td><strong>Elias-Fibonacci</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$m = 2$</td>
<td>$m = 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-bit</td>
<td>0.80</td>
<td>0.67</td>
<td>0.60</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>16-bit</td>
<td>1.42</td>
<td>1.11</td>
<td>0.90</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>32-bit</td>
<td>2.74</td>
<td>2.02</td>
<td>1.49</td>
<td>1.35</td>
<td></td>
</tr>
<tr>
<td>64-bit</td>
<td>5.33</td>
<td>4.67</td>
<td>2.61</td>
<td>2.51</td>
<td></td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>2.57</strong></td>
<td><strong>2.12</strong></td>
<td><strong>1.40</strong></td>
<td><strong>1.32</strong></td>
<td></td>
</tr>
</tbody>
</table>

Although the most efficient compression ratio was achieved by the Fast Fibonacci code of order 3, the fast decoding algorithm of the newly proposed Elias-Fibonacci code outperforms all other fast algorithms from the decoding time point of view. Fast Fibonacci decoding algorithms of both orders utilize the Fibonacci shift operation, which is more time consuming compared to a common shift operation applied in the case of Elias-delta as well as Elias-Fibonacci.
Table 11: Coded size and average number of bits per coded number for uniform random collections

<table>
<thead>
<tr>
<th>Data</th>
<th>Fibonacci $m = 2$</th>
<th>Fibonacci $m = 3$</th>
<th>Elias-delta</th>
<th>Elias-Fibonacci</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[MB]</td>
<td>[b./n.]</td>
<td>[MB]</td>
<td>[b./n.]</td>
</tr>
<tr>
<td>8-bit</td>
<td>12.7</td>
<td>10.6</td>
<td>12.5</td>
<td>10.5</td>
</tr>
<tr>
<td>16-bit</td>
<td>26.5</td>
<td>22.2</td>
<td>23.4</td>
<td>19.6</td>
</tr>
<tr>
<td>32-bit</td>
<td>53.9</td>
<td>45.2</td>
<td>45.0</td>
<td>37.8</td>
</tr>
<tr>
<td>64-bit</td>
<td>108.8</td>
<td>91.3</td>
<td>88.4</td>
<td>74.2</td>
</tr>
<tr>
<td>Avg.</td>
<td>50.5</td>
<td>42.3</td>
<td>42.3</td>
<td>35.5</td>
</tr>
</tbody>
</table>
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Figure 13: Results for the uniform random data collections: (a) Decoding time for conventional algorithms (b) Decoding time for fast algorithms (c) The average number of bits per number

decoding algorithms. Consequently, Fibonacci of order 3 may be used in cases where we prefer a higher compression ratio rather than a lower decoding time. On the other hand, Elias-Fibonacci may be used in cases where we prefer a lower decoding time rather than a higher compression ratio. Let us suppose the average results for all uniform random collections. The improvement of the compressed data size for the Fibonacci of order 3 code is approximately 4% compared to the Elias-Fibonacci code. On the other hand, decoding time of the Elias-Fibonacci code is reduced by 32% compared to the Fibonacci of order 3 code.

In the case of the 8 bit-length data collection, fast algorithms do not utilize shift operations; therefore, the decoding times are very similar. In this case,
Table 12: Acceleration ratio between conventional and fast decoding algorithms for uniform random data collections

<table>
<thead>
<tr>
<th>Data collection</th>
<th>Acceleration ratio</th>
<th>Fibonacci $m = 2$</th>
<th>Fibonacci $m = 3$</th>
<th>Elias-delta</th>
<th>Elias-Fibonacci</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-bit</td>
<td>4.18</td>
<td>5.32</td>
<td>5.48</td>
<td>6.33</td>
<td></td>
</tr>
<tr>
<td>16-bit</td>
<td>4.48</td>
<td>6.23</td>
<td>6.04</td>
<td>6.67</td>
<td></td>
</tr>
<tr>
<td>32-bit</td>
<td>4.71</td>
<td>6.47</td>
<td>6.37</td>
<td>7.59</td>
<td></td>
</tr>
<tr>
<td>64-bit</td>
<td>4.17</td>
<td>5.29</td>
<td>6.36</td>
<td>6.80</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>4.39</td>
<td>5.83</td>
<td>6.06</td>
<td>6.85</td>
<td></td>
</tr>
</tbody>
</table>

Fibonacci codes of any order are the most efficient choice because these codes provide higher compression ratios than Elias-delta or Elias-Fibonacci codes.

In Table 12, we see the acceleration ratio between conventional and fast decoding algorithms for uniform random data collections. The proposed fast algorithms are $5 \times$ more efficient on average than conventional bit-oriented algorithms.

7.3. Results for Normal and Exponential Random 32 Bit-length Collections

Further, we tested normal and exponential random 32 bit-length data collections. The results are depicted in Tables 13 and 14 and Figures 14 and 15. Compression ratios are measured by the average number of bits per coded number. We see that these results support the conclusions of the previous test; the fast algorithms are approximately $5 \times$ faster than conventional algorithms. The Fibonacci of order 3 code is the most efficient coding from the compression ratio point of view, and the Fast Elias-Fibonacci decoding algorithm is the most efficient from the time decoding point of view.

Table 13: Encoded size, compression ratio, and decoding time for the exponential random collection

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conv.</td>
<td>Fast</td>
<td>Conv.</td>
</tr>
<tr>
<td>Fixed-length 32-bit</td>
<td>38.15</td>
<td>32.00</td>
<td>0.41</td>
</tr>
<tr>
<td>Fibonacci $m = 2$</td>
<td>27.44</td>
<td>23.02</td>
<td>6.66</td>
</tr>
<tr>
<td>Fibonacci $m = 3$</td>
<td><strong>24.14</strong></td>
<td><strong>20.25</strong></td>
<td>7.44</td>
</tr>
<tr>
<td>Elias-delta</td>
<td>27.27</td>
<td>22.87</td>
<td>5.60</td>
</tr>
<tr>
<td>Elias-Fibonacci</td>
<td>25.75</td>
<td>21.60</td>
<td>6.04</td>
</tr>
</tbody>
</table>

In this test, we also compared fast algorithms with the fixed-length memory reading of 32 bit-length integers. We measured the time required for copying data from one memory into another memory. The decoding time of the Fast
Elias Fibonacci decoding algorithm is 2.2× less efficient than the fixed-length memory reading. However, the encoded size for the Fibonacci of order 3 code is 2.5× lower compared to the fixed memory.
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Figure 14: Decoding time (a) and compression ratio (b) for the exponential random collection.

<table>
<thead>
<tr>
<th>Code</th>
<th>Encoded Size [kB]</th>
<th>Compression Ratio [bits/number]</th>
<th>Decoding Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed-length 32-bit</td>
<td>38.15</td>
<td>32.00</td>
<td>0.41</td>
</tr>
<tr>
<td>Fibonacci m = 2</td>
<td>27.29</td>
<td>22.90</td>
<td>6.94</td>
</tr>
<tr>
<td>Fibonacci m = 3</td>
<td><strong>24.03</strong></td>
<td><strong>20.16</strong></td>
<td>7.24</td>
</tr>
<tr>
<td>Elias-delta</td>
<td>27.19</td>
<td>22.81</td>
<td>5.62</td>
</tr>
<tr>
<td>Elias-Fibonacci</td>
<td>25.66</td>
<td>21.53</td>
<td>6.02</td>
</tr>
</tbody>
</table>
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Figure 15: Decoding time (a) and compression ratio (b) for the normal random collection.

7.4. Results for Real Collection

Although we have shown the time decoding efficiency of the introduced fast decoding algorithms, efficiency from the compression ratio point of view has not
yet been presented. Therefore, we used the proposed real data collection in our last test. We compared the decoding times and compression ratios with fixed-length 16-bit integers. The results are summarized in Table 15 and Figure 16. The most efficient compression ratio was achieved by the Fibonacci of order 3 code. The improvement of the compression ratio is 60%. Once again, fast algorithms are approximately $5 \times$ faster than conventional algorithms. Obviously, the decoding time for the fixed-length code is more efficient than the decoding time of other codes. The most efficient code, from the decoding time point of view, was Fast Elias-Fibonacci. In this case, the decoding time is approximately 50% slower than reading fixed-length 16-bit integers.

Table 15: Encoded size, compression ratio, and decoding time for the real data collection

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed length 16-bit</td>
<td>1.502</td>
<td>16</td>
<td>0.0178</td>
</tr>
<tr>
<td>Fibonacci $m = 2$</td>
<td>892</td>
<td>8.69</td>
<td>0.1462</td>
</tr>
<tr>
<td>Fibonacci $m = 3$</td>
<td>890</td>
<td>8.66</td>
<td>0.1449</td>
</tr>
<tr>
<td>Elias-delta</td>
<td>974</td>
<td>9.48</td>
<td>0.1192</td>
</tr>
<tr>
<td>Elias-Fibonacci</td>
<td>948</td>
<td>9.23</td>
<td>0.1262</td>
</tr>
</tbody>
</table>

Figure 16: Decoding time (a) and compression ratio (b) for the real collection

The Fibonacci code of order 3 provides a less efficient decoding time than the Fibonacci code of order 2 in all tests, because this algorithm uses the final adjustment of the value which escalates the decoding time.

7.5. Comparison of Code Bit-length

Evidently, the Elias-Fibonacci code provides a more efficient compression ratio for large numbers than other codes; see results for the 64 bit-length data collection in Table 11 as an example. This property can be seen more clearly in a comparison of bit-lengths of all codes for various number domains in Figure 17.
All codes of Elias-Fibonacci are shorter than other compared codes for numbers longer than 26 bits.

![Comparison of Code Bit-length](image1.png)
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Figure 17: Comparison of the length of the code (a) and the relative length of the code to the length of the Elias-Fibonacci code (b) for various lengths of binary coded numbers

8. Conclusion

In this article, we introduced fast decoding algorithms for Elias-delta, Fibonacci of orders 2 and 3, and Elias-Fibonacci codes and we introduced a theoretical background of these fast algorithms. Whereas Elias-delta and Fibonacci of orders 2 and 3 are well-known codes, the Elias-Fibonacci code has been introduced in this paper. Fast algorithms are based on the finite automaton and precomputed mapping table. Since the number of states is rather high, we introduced two types of automaton reduction: grouping similar states and shift operations. The Fast Fibonacci decoding algorithm utilizes the newly proposed Fibonacci shift operation, whereas Elias-delta and Elias-Fibonacci utilize a common shift operation. In our experiments, all fast decoding algorithms
are 5× faster on average than the conventional algorithms. The highest compression ratio for lower numbers was achieved by the Fast Fibonacci code of order 3; however, the newly proposed Elias-Fibonacci code achieved the most efficient decoding time for all tested data collections. Codes of Elias-Fibonacci are shorter than other compared codes for numbers longer than 26 bits. In future work, we plan to develop fast coding algorithms for all presented codes.
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