Abstract. The paper deals with a speed estimation of the induction motor using observer with Model Reference Adaptive System and Kalman Filter. For simulation, Hardware in Loop Simulation method is used. The first part of the paper includes the mathematical description of the observer for the speed estimation of the induction motor. The second part describes Kalman filter. The third part describes Hardware in Loop Simulation method and its realization using multifunction card MF 624. In the last section of the paper, simulation results are shown for different changes of the induction motor speed which confirm high dynamic properties of the induction motor drive with sensorless control.
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1. Introduction
Currently, high attention is paid to a sensorless control of the AC machines whose basic advantages such as a reduction of hardware complexity and cost, increasing mechanical robustness, higher reliability, lower maintenance demands and cost, working in hostile environments, etc., led to the development of different sensorless methods for rotor position and mechanical speed estimation of electrical drives with the induction motors [1, 2].

The sensorless control methods can be classified as follows: a) methods with machine model, b) methods without machine model.

The machine model with higher complexity allows estimating the rotor speed with the sufficient accuracy and is less depending to parameters changes of the induction machine, but also the model reference adaptive system (MRAS) can be used because of its simple implementation in the microcomputer control system. There are various modifications of the model reference adaptive system [3, 4]. The paper is one of the possibilities of the sensorless control and shows the basic theoretical assumptions of the used method.

2. List of the Used Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi_S$</td>
<td>rotor flux vector in $[\alpha, \beta]$ coordinate system</td>
</tr>
<tr>
<td>$u_S$</td>
<td>stator voltage vector in $[\alpha, \beta]$ coordinate system</td>
</tr>
<tr>
<td>$i_S$</td>
<td>stator current vector in $[\alpha, \beta]$ coordinate system</td>
</tr>
<tr>
<td>$i_{Sx}$</td>
<td>magnetizing component of stator current vector</td>
</tr>
<tr>
<td>$i_{Sy}$</td>
<td>torque component of stator current vector</td>
</tr>
<tr>
<td>$i_m$</td>
<td>magnetizing current</td>
</tr>
<tr>
<td>$R_s$, $R_r$</td>
<td>stator and rotor resistance</td>
</tr>
<tr>
<td>$L_s$, $L_r$</td>
<td>stator and rotor inductance</td>
</tr>
<tr>
<td>$L_m$</td>
<td>magnetizing inductance</td>
</tr>
<tr>
<td>$T_r$</td>
<td>rotor time constant</td>
</tr>
<tr>
<td>$T$</td>
<td>sampling period</td>
</tr>
<tr>
<td>$\Phi(e)$</td>
<td>adaptation signal</td>
</tr>
<tr>
<td>$K_{1,2}$</td>
<td>PI-controller constants</td>
</tr>
<tr>
<td>$\hat{\omega}_m$</td>
<td>estimated rotor angular speed</td>
</tr>
</tbody>
</table>

3. Observer with Model Reference Adaptive System

The structure of the MRAS observer with Kalman filter is shown in Fig. [1]. In this system, induction motor state variables are evaluated in the reference model based on the measured variables (stator voltages, stator currents).

The reference model is independent of the induction motor speed and uses the voltage machine model. The adaptive model uses the current model of the machine and the mechanical angular speed of the machine is one
of the input variables of this model. The difference between state variables is adaptive signal (AS) $\Phi(e)$ which is evaluated and minimized by the PI regulator in the block adaptation mechanism which performs the estimate value of the mechanical angular velocity $\dot{\omega}_m$ and adapts adaptive model until the desired behavior. With feedback, the observer is able to limit the impact of changes in machine parameters to the accuracy of the calculation.

With feedback, the observer is able to limit the impact of changes in machine parameters to the accuracy of the calculation.

3.1. Mathematical Description RF-MRAS

Reference frame MRAS (RF-MRAS) is the simplest variant of observers working on the principle of MRAS. For the estimation, equations are used which determine derivation of the rotor flux of the machine $\Phi(e)$. The reference model of MRAS method is based on the application of voltage model with derivation of the rotor flux which is in the stator coordinate system described by the following equation:

$$\frac{d\Psi_S^r}{dt} = \frac{L_r}{L_h} \left[ u_S^r - R_S i_S^r - \frac{L_S L_r - L_h^2}{L_r} \frac{di_S}{dt} \right]. \quad (1)$$

We can express Eq. (1) to the component form:

$$\frac{d\Psi_{r\alpha}}{dt} = \frac{L_r}{L_h} \left[ u_{Sa} - R_S i_{Sa} - \frac{L_S L_r - L_h^2}{L_r} \frac{di_{Sa}}{dt} \right], \quad (2)$$

$$\frac{d\Psi_{r\beta}}{dt} = \frac{L_r}{L_h} \left[ u_{S\beta} - R_S i_{S\beta} - \frac{L_S L_r - L_h^2}{L_r} \frac{di_{S\beta}}{dt} \right]. \quad (3)$$

The adaptive model of the MRAS method with Kalman filter is based on the application of the current model with derivation of rotor flux, which is in the stator coordinate system described by the following Eq. (4), which depends on the mechanical angular velocity.

$$\frac{d\Psi_S^m}{dt} = \left( j\omega_m - \frac{1}{T_r} \right) \Psi_S^r + \frac{1}{T_r} L_h i_S^r. \quad (4)$$

Equation (4) can be written in component form:

$$\frac{d\Psi_{r\alpha}}{dt} = -\frac{1}{T_r} \dot{\Psi}_{r\alpha} - \dot{\omega}_m \dot{\Psi}_{r\beta} + \frac{1}{T_r} L_h i_{Sa}, \quad (5)$$

$$\frac{d\Psi_{r\beta}}{dt} = -\frac{1}{T_r} \dot{\Psi}_{r\beta} - \dot{\omega}_m \dot{\Psi}_{r\alpha} + \frac{1}{T_r} L_h i_{S\beta}. \quad (6)$$

The error signal entering to the controller is corresponding to the deviation of the rotor flux and it is described by Eq. (7), after processing by PI controller, we get an estimate angular speed $\dot{\omega}_m$ on the output of adaptation algorithm - Eq. (8).

$$\Phi(e) = \frac{d\Psi_{r\alpha}}{dt} \frac{d\Psi_{r\beta}}{dt} = \frac{d\Psi_{r\beta}}{dt} \frac{d\Psi_{r\alpha}}{dt}, \quad (7)$$

$$\dot{\omega}_m = K_1 \Phi(e) + K_2 \int_0^t \Phi(e) \, dt. \quad (8)$$

Equation (7) corresponds to the opening angle of both vectors. The sign of the error signal $\Phi(e)$ then determines the type of request to change speed. Positive error $\Phi(e) > 0$ requires an increase of the estimated speed and negative error $\Phi(e) < 0$ requires reduction of the estimated speed.

4. Description of Kalman Filter

The Kalman filter is an adaptive filter used to model the states of discrete dynamic system. This technique was developed to filter noise in electrical signals, but later found application in other areas.

The advantage of this filter is its recursive structure, in which the coefficients in each step are adjusted on the basis of available information to provide the best estimate of a future state. The new filter at every step of the filter correction arises from the previous step by using measured state variables (components of stator current space vector $i_{Sa}, i_{S\beta}$) and also statistics of noise and measurements (covariance matrix of the state vector P, covariance matrix of the system noise vector Q, covariance matrix of the measurement noise vector R).

The general model of the controlled system in discrete form can be written as:

$$x(t + T) = Ax(t) + Bu(t) + w(t). \quad (9)$$
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Measurement model provides prediction of measurement:
\[ y(t) = Cx(t) + v(t). \]  \[
(10)
\]

The notation of matrices in discrete form, which include an influence of the sampling period \( T \), is following: \( A \)-state matrix, \( B \)-matrix of inputs, \( C \)-matrix of outputs. Matrix \( C \) defines measurement relations to the state variable \( x \).

The system noise \( w \) has a covariance matrix \( Q \) and the measurement noise \( v \) has a covariance matrix \( R \), which characterize the uncertainties in the states and correlations within it.

The state covariance matrix \( P \) is obtained in prediction part of the algorithm. After fulfillment actual measurement, it is then corrected. The covariance matrices \( Q, R \) is necessary experimentally set up.

4.1. Method of Calculation

We can define state equations and measurement equations as follows:

Improvement = measured value - prediction:
\[ z(t) = y(t) - H\hat{x}(t), \]  \[
(11)
\]

\[ H = [1 \ 0]. \]  \[
(12)
\]

Estimation of state:
\[ \hat{x}(t) = \hat{x}(t) + K(t)z(t). \]  \[
(13)
\]

Prediction of state:
\[ \hat{x}(t + T) = A\hat{x}(t). \]  \[
(14)
\]

We can define Kalman gain and error covariance equations as follows:

Kalman gain:
\[ K(t) = \tilde{P}(t)H^T(H\tilde{P}(t)H^T + R)^{-1}. \]  \[
(15)
\]

Estimation of the covariance matrix:
\[ \tilde{P}(t) = [I - K(t)H] \tilde{P}(t). \]  \[
(16)
\]

Prediction covariance matrix:
\[ \tilde{P}(t) = A\tilde{P}(t + T)A^T + Q. \]  \[
(17)
\]

5. Description of HIL Method

Hardware in the Loop (HIL) simulation is a technique that is used in the development and testing of complex real-time systems. It is a tool that connects the hardware (controller) with a mathematical model (managed system) in a closed feedback loop. To simulate this method a real control system and a mathematical model is required.

The mathematical model is used to configure the control system. The control system generates an actuator variable dependent on the control deviation, which is the difference between desired and actual quantity. The control variable enters the model, and then output variable (actual value) gets off from the mathematical model, and then gets back in to the control system.

The HIL simulation works in real time. Results of this simulation approach to reality, because the control system with sensors and actuators is implemented as close as it would be in real. To the fact that the results would match the reality, we need a sufficiently accurate mathematical model, on which simulation accuracy dependents most. As soon as the control system is set up according to the requirements, a mathematical model can be replaced by the real system and the results can be compared.

Figure 2 shows a general diagram of the HIL simulation. The meaning of quantities in this figure is following: \( y(t) \) - process value, \( u(t) \) - reference quantity, \( e(t) \) - control error, \( u(t) \) - control quantity, \( v(t) \) - fault quantity, reg - regulator, A/D - A/D and D/A converters.

5.1. Description of Multifunction Card

MF 624 multifunction I/O card is designed for the needs of connection a PC compatible computer to the real signals from outside the world. MF 624 contains a fast 8-channel 14-bit A/D converter with simultaneous sampling of multiple channels and function of storage measured values from the A/D conversion, 8 independent 14-bit D/A converter, 8-bit digital inputs, 8-bit digital outputs and quintuple timer/counter. The card is designed for standard data acquisition and control applications and is optimized for use with the Real Time Toolbox for Simulink. MF 624 offers full 32-
5.2. Multifunction Card Connection to PC

Multifunction Card MF 624 is a device that communicates with the PC through software Real Time Toolbox. This toolbox is installed as an additional part of the Matlab-Simulink. The mathematical model representing the controlled system runs in Matlab-Simulink environment. Real Time Toolbox is a package to connect Simulink to the real world. It acquires data in real time, they are immediately processed by a mathematical model in Simulink and the results are sent back to the outside world. Real Time Toolbox contains a library of blocks for input and output support in real time. All functions are implemented as Simulink blocks with a standard graphical interface, which allows both: an easy start for beginners and high productivity of experienced users. The parts of the toolbox are demonstration examples of basic systems.

5.3. Realized Connection with HIL Method

Custom hardware testing methods in the Loop Simulation were performed on the vector control of asynchronous motor (AM). AM model was compiled according to differential equations in Matlab-Simulink. Communication model AM is realized through analog and digital input - output blocks from the library of the Real Time Toolbox. Figure 3 shows the diagram of the simulated model AM in Matlab, Simulink, including I/O blocks. The control system, respectively the real world is made by MC56F8037 microcontroller, which is connected to the multifunction card MF 624.

Communication is solved by an A/D and D/A converters, whose are brought from the PC via data cable with terminal block connection which allows connection of another electronic devices. Concretely, in this connection there are in the output of D/A converters voltages proportional to the phase currents $i_a$ and $i_b$, then an analog value of rotor position and an analog value of the motor speed. On the contrary, the input A/D converters are through the RC-filter connected to the microcontroller MC56F8037 PWM output.

These stator voltages are proportional to the desired voltages $u_a$ and $u_b$. RC filters are used in order to accelerate the simulation. Analog voltage proportional to the desired voltages $u_a$ and $u_b$ is then converted by Matlab to PWM signals. This conversion is realized by comparison of signal and saw the signal at frequency 2 kHz.

Control variables of vector control, i.e. the reference speed and the reference magnetizing current, are entered in LabVIEW program which is connected to Microcontroller MC56F8037 through USB data cable. This program can run on another PC or together on PC with the original MATLAB. In addition to setting control variables of vector control, this program shows the process of selected variables vector[10].

6. Simulation Result

In this chapter, simulation results of sensorless vector control of the induction motor are shown which were recorded by the program for setting control variables in
LabVIEW environment. The reference speed has the value at first 30 rpm, respectively 300 rpm, and then was changed to -30 rpm, respectively -300 rpm. Meaning individual variables is obvious from the description of figures.

Fig. 4: Change of the motor speed [rpm] from 0 rpm → 30 rpm → -30 rpm, the actual speed (black), estimated speed (red), reference speed (blue).

Fig. 5: Sin function of orienting angle \( \sin \gamma \) [-].

Fig. 6: Stator current \( i_{S\alpha} \) [A].

Fig. 7: Magnetizing component of stator current vector \( i_{Sx} \) [A].

Fig. 8: Torque component of stator current vector \( i_{Sy} \) [A].

Fig. 9: Torque of the IM [Nm] (black), load torque [Nm] (red).

Fig. 10: Rotor flux derivative \( d\Psi_{r\alpha}/dt \) [V], the current model (black), the voltage model (red).

Fig. 11: Change of the motor speed [rpm] from 0 rpm → 300 rpm → -300 rpm, the actual speed (black), estimated speed (red), reference speed (blue).

Fig. 12: Sin function of orienting angle \( \sin \gamma \) [-].

7. Conclusion

The estimation technique for sensorless induction motor drive with vector control was presented in the pa-
per. The speed estimator is based on application of the Model Reference Adaptive System with Kalman filter.

The sensorless induction motor drive with the presented speed estimator gives good dynamic responses also in the area of the very low speed. The estimation of the mechanical speed is good in steady state and also in transient state. To select an appropriate method for sensorless control of the induction motor, it is necessary to define the basic requirements, for example the speed control range, the accuracy of speed or rotor position evaluation, the activity in continuous mode or as a substitution in case of damaged sensors, etc.

The simulation results which were obtained using HIL method show that the method is suitable for use in research and testing modern control methods of electrical drives without the direct use of the real motor and frequency converter.
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